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Abstract

A huge amount of (semi-)structured data is available on the Web in the form of
web tables, marked-up contents (e.g. RDFa, Microdata), and Linked Open Data.
For enterprises, government agencies, and researcher of large scientific projects,
this data can be even more valuable if integrated with their proprietary data, which
are typically subject of traditional Data Integration processes. Being able (i) to
retrieve useful data sets and (ii) to identify records that refer to the same entity are
fundamental steps to make sense of this data.

The first task may be tackled by identifying the topic of the data sources
with respect to a known vocabulary, hence enabling search engines to effica-
ciously classify them. The second task is a well known problem, called Entity
Resolution (ER). Generally, to perform ER and vocabulary-based topic detec-
tion, traditional techniques are based on schema-alignment among data sources
(i.e., deriving a unique homogenous common schema from several heterogeneous
ones). Unfortunately, the (semi-)structured data of the Web is usually character-
ized by high heterogeneity, volume and noise (missing/inconsistent data), making
schema-alignment techniques no longer applicable. Therefore, Data Integration
techniques dealing with this type of data typically renounce to exploit data source
schemata.

This dissertation presents a set of novel techniques to induce loose schema in-
formation directly from the data, without exploiting the semantic of the schemas,
able to scale to the huge data of the Web. This lose schema information can be
employed as a surrogate of the schema-alignment and employed to enhance ER
and vocabulary-based topic detection. For ER, I present BLAST (Blocking with
Loosely-Aware Schema Techniques), an approach to reduce the ER complexity
with indexing techniques aiming to group similar records in blocks, and limit the
comparison to only those records appearing in the same block. For the topic de-
tection, I propose WHATSIT a novel approach that generates signatures of sources
that are matched against the signatures of a reference vocabulary. Thus, a descrip-
tion of the topics of the source in terms of this reference vocabulary is generated.
Finally, I developed a software prototype for both the approaches and I experimen-
tally evaluated them on real world datasets. The results demonstrate that BLAST
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can outperform the state-of-the-art blocking approaches, and that WHATSIT can
actually be employed to detect topics of a given data source.



Sommario
Un grande quantitativo di dati semi-strutturati è disponibile sul Web in forma di
tabelle, contenuti annotati (e.g. RDFa, Microdata), e Linked Open Data. Per le
aziende, le agenzie governative e i ricercatori di grandi progetti scientifici, questi
dati possono costituire una preziosa risorsa se integrati con i dati che già possie-
dono e che tipicamente sono già oggetto di tradizionali processi di integrazione.
Essere in grado di (i) trovare data set utili e (ii) identificare record che si riferi-
scono alla stessa entit del mondo reale sono processi fondamentali per sfruttare
correttamente questi dati.

Il primo task pu essere raggiunto identificando i topic di una sorgente dati con
l’ausilio di un vocabolario di concetti noti, permettendo ai motori di ricerca di
classificare in maniera corretta ed efficace queste sorgenti. Il secondo task un
problema noto, ed è conosciuto come Entity Resolution (ER). Generalmente, per
effettuare ER e topic detection basata su un vocabolario, le tecniche tradizionali
si basano sull’allineamento dello schema delle sorgenti dati. Sfortunatamente, i
dati (semi-)strutturati del Web sono tipicamente caratterizzati da alta eterogeneità,
volume e rumore (dati mancanti o inconsistenti), rendendo l’allineamento degli
schemi non raggiungibile. Pertanto, le tecniche impiegate per l’integrazione di
questo tipo di dati sono tipicamente rinunciano a sfruttare l’informazione relativa
agli schemi delle sorgenti dati.

Questa dissertazione presenta un set di nuove tecniche per indurre informazio-
ne approssimata dello schema direttamente dai dati, senza sfruttare la semantica
degli schemi e che scalino con i grossi quantitativi di dati tipici del Web. Questa
informazione approssimata può essere impiegata come surrogato dell’allineamen-
to dello schema per migliorare l’ER a il topic detection basata su un vocabolario.
Per l’ER, qui presento BLAST Blocking with Loosely-Aware Schema Techniques,
un approccio per ridurre la complessità dell’ER con tecniche di indicizzazione che
mirano a raggruppare i record in blocchi di record simili e a confrontare solamente
quelli che compaiono in uno stesso blocco assieme. Per il topic detection, propon-
go WHATSIT un nuovo approccio per generare signatures di una sorgente dati che
poi vengono comparate con le signatures di un vocabolario di riferimento. In que-
sto modo una descrizione della sorgente (i topics) viene fornita con riferimento
al vocabolario utilizzato. Infine, ho sviluppato un prototipo dei due approcci pro-
posti ed effettuato esperimenti su data set reali. I risultati dimostrano che BLAST
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può raggiungere risultati migliori rispetto allo stato dell’arte per quanto riguarda
le tecniche di blocking; mentre WHATSIT può effettivamente essere impiegato per
effettuare topic detection basata su un vocabolario di topic di riferimento.



“There are no facts, only interpretations.”

Friedrich Nietzsche
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Chapter 1

Introduction

The Web has become a valuable source of structured and semi-structured data.

A huge amount of high-quality relational data can be extracted from HTML ta-

bles [Caf+08; Qiu+15; CP11]; an increasing amount of websites have started to

semantically markup their contents (e.g. products, people, and places) using Mi-

croformats, Microdata and RDFa [MPB14]; finally, with the advent of the Web

of Data, the amount of semi-structured data publicly available as Linked Data is

exponentially growing [BHBL09].

The true potential of this data is expressed when different sources are inte-

grated, as demonstrated by recent efforts in mining the web to extract entities, re-

lationships, and ontologies to build large-scale general purpose knowledge bases,

such as Freebase1 and Yago2 [DS15]. For enterprises, government agencies, and

researchers of large scientific projects, this data can be even more valuable if in-

tegrated with the data that they already own, and that are typically subject of

traditional data integration processes. In this context, data integration is a com-

plex process due to the volume, high heterogeneity and noise of the involved data

[DS15], and adapting traditional techniques is not always feasible.

In fact, one fundamental step in data integration is Entity Resolution (ER),

namely the task of matching records from several data sources that refer to the

same real-world entity [Chr12a]; and traditional ER techniques typically rely on

the achievement of a schema-alignment among the data sources. Unfortunately, in

1http://www.freebase.com/
2http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-

naga/yago//
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the context of the big data of the web, schema-alignment is not always achievable

[DS15; Pap+13]. For instance, Google Base contains over 10,000 entity types that

are described with 100,000 unique schemata; and, in such a scenario, performing

and maintaining a schema alignment is impracticable [Mad+07].

Moreover, being able to retrieve the right data source and understand its con-

tent is a fundamental requirement to the exploitation of the large data source of

the web. The content of a data source is better realised when seen in relation-

ship to some reference vocabularies that are already known and understood; but,

to compare the data sources to a reference vocabulary, a schema alignment must

be achieved, and this (again) is not always possible in the context of the highly

heterogenous and noisy data of the web.

In this thesis, I propose novel techniques to extract loose schema information

[SimoniniBJ16; SimoniniB16], i.e., statistics extracted directly from the data that

can be used to approximately describe the schema of a data source. This infor-

mation can be employed as surrogate of the schema alignment in many scenarios,

while its extraction is proven to be scalable to the huge and heterogeneous data

of the web. In particular, I propose two novel approaches based on the extrac-

tion of loose schema information: the first, to support ER; the second, to support

vocabulary-based topic detection of data sources (a novel approach to get an in-

sight of a data source presented here). These approaches are introduced in the

following sections 1.1 and 1.2 respectively.

1.1 Entity Resolution and Blocking

Entity Resolution (ER) is the task of clustering entity profiles that refer to the same

real-world entity. Comparing all possible pairs of profiles of an entity collection

is inherently a quadratic problem: if the number of entity profiles grows linearly,

then the number of possible comparison grows quadratically. Therefore, a brute-

force approach becomes infeasible for very large datasets. For this reason indexing

techniques are widely employed to group similar profiles into blocks, and execute

the comparisons only between those appearing in the same block.

Traditional blocking techniques generate blocks according to a blocking crite-
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rion (blocking key), either based on a single attribute, or a combination of attributes

[Chr12a]. So, if two datasets have a different schema, before performing the ER, a

schema alignment between the data sources must be achieved. Unfortunately, the

semi-structured data of the Web is typically characterized by high heterogeneity,

high levels of noise (missing/inconsistent data), and very large volume, making

traditional schema alignment techniques no longer applicable [Mad+07; Pap+13].

To solve this problem, schema-agnostic blocking approaches have been proposed

[Pap+13; MT13a; MT13b; PPK14]. These approaches rely on redundancy to

achieve high recall (i.e., the percentage of detected duplicate): each profile is

placed in multiple blocks, which significantly reduce the likelihood of missing

matches. For instance, in Token Blocking [Pap+13] each token appearing in the

dataset values is a blocking key. Thus, each block is associated to a token and

contains all the profiles in which that token appears, as illustrated by the example

in Fig 1.1 a-b. The downside of schema-agnostic, redundancy-based blocking is

the degradation of efficiency. In fact, to ensure a higher recall, low efficient blocks

are produced, i.e., a high number of non-matching profiles are placed in the same

blocks. To overcome this issue, meta-blocking approaches have been proposed

[Pap+14; PPK14].

Meta-blocking is the task of restructuring a set of blocks to retain only most

promising comparisons. Unsupervised graph-based meta-blocking represents a

block collection as a weighted graph, called blocking graph (example in Figure

1.1c), where each entity profile is a node and an edge exists between two nodes

if the corresponding profiles appear at least in one block together. The edges are

weighted to capture the likelihood of a match (e.g., in Figure 1.1c the weight is

the number of co-occurrence of profiles in the blocks) and edge pruning thresh-

olds are applied to retain only those more promising (Figure 1.1d). At the end of

the process, each pair of nodes connected by an edge forms a new block. Differ-

ently, supervised graph-based meta-blocking associates to each edge a vector of

schema-agnostic features (e.g. graph topological measures), and treats the prob-

lem of identifying promising edge as a classification problem.

My Contribution: I observe that existing meta-blocking techniques leverage ex-

clusively on schema-agnostic features extracted from the target blocking collec-



26 Introduction

Name: John Abram
Job: car seller
year: 1985
Address: Madison 
                 street

FullName: Jon Abram Jr.
year: 1985
profession: car retail
Location: Madison st.p1 p3

first name: Ellen
second name: Smith
year: ’59
occupation: retail
addr.: Abram 315, NY p2

name: Ellen Smith
year: May 10th 1959 
work info: retail, food
address: Abram street p4

f.name: John White
occupation: Teacher
year: 1959
addr.: Piermont, 3828 p5

p5
p1

p3

p2 p4

4
21

1

(a)

(b)
(e)

(d)

p1 p3

p2 p4

4

4

2 2
21

(c)

p1 p3

p2 p4

retail
p2 p3

p4

Madison

p1 p3

Ellen

p2 p4

Smith

p2 p4

1985

p1 p3

car

p1 p3

street

p1 p4

Abram
p1
p3

p2
p4

with Match 
Induction

Token Blocking

name: Sam Dean
position: car retail

p6

Figure 1.1: Example of Meta-blocking processing.

tion. Therefore, inspired by the attribute-match induction approaches [Pap+13;

MT13b], able to exploit schema information extracted directly from the data to

enhance the quality of the blocks, I argue that a holistic approach combining

meta-blocking and loosely schema-aware techniques should be attempted. In fact,

I notice that, even for highly heterogeneous and voluminous datasets, I can afford

to relax the condition of complete schema-agnosticism by collecting significant

statistics (e.g. co-occurrences and entropies of values in the attributes) that ap-

proximately describe the data sources schemas. This loose schema information

can be exploited during both the blocking and meta-blocking phases to produce

high quality blocking collections. The intuition is that some attributes are more

informative than others, therefore Shannon entropy can be employed to capture

this characteristic. For instance, if I consider independent datasets containing

thousands of records about people personal information (as in Figure 1.1), the

attribute like year of birth or job position are generally less informative than the

attribute like name, because the number of distinct values of the attribute year of
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birth is typically lower than that of the attribute name.

In this thesis, I introduce BLAST (Blocking with Loosely-Aware Schema

Techniques), a blocking approach suited for the highly heterogeneous and noisy

data of the Web. BLAST merges loosely schema-aware blocking techniques to an

unsupervised meta-blocking approach able to exploit loose schema information to

produce high quality blocks. I introduced this approach for the first time in [SBJa;

SBJb].

Here the list of contributions introduced with BLAST:

• I propose an approach to extract loose schema information from the datasets

based on an attribute-match induction technique;

• I present a LSH-based support for attribute-match induction that enables to ef-

ficiently scale this latter when required, i.e., with high-dimensional datasets;

• I present an unsupervised graph-based meta-blocking approach able to lever-

age on loose schema information extracted during the attribute-match induction

phase;

• I evaluate my approach on real-world datasets, comparing it against the unsu-

pervised meta-blocking state of the art approaches; moreover, I show how my

unsupervised approach can outperform in many case also the supervised meta-

blocking state of the art approaches.

1.2 Identifying Data Source Topics

Traditional search engines are designed to operate only on document content,

which means that the data of these structured data sources are left out of their

exploitation sphere.

Identifying the topics of the online structured data sources is of paramount im-

portance since it will allow them to be indexed by search angines and references to

their content be included in query answers. Indexing structured data is fundamen-

tally different and significantly more challenging than indexing flat, unstructured

documents, since the structure plays an important role in the semantics of each
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value in the data. To overcome this limitation, structured data portals like CKAN3

have been developed. They play a role similar to the one search engines play

for web documents, but are based on metdata information that has been explic-

itly provided by the owners of the datasets. Providing this meta-data information

is a tedious and error prone task that can also introduce bias. Furthemore, it is

an approach that does not scale easily. Thus, there is a need for a way to iden-

tify the topics of the sources in a way that is automatic, can scale at large, and

is also robust to the heterogeneity that is typically observed across independently

developed data sources.

The ability to automatically identify the topics of the data structured data

sources will make them equally important to the static web pages, will promote

further the idea of open data, contribute significantly towards the materialization

of the “Web of Data” (as opposed to the “Wed of Documents”), and will offer

countless opportunities for large scale data analytics [Dha13]. This need has al-

ready been recognized and they are not few the efforts to exploit the part of the

web that is hidden behind web forms and composable links, i.e., the so-called

hidden web [Wri08]. These efforts have focused on the part of the web accessed

through web forms and not to sources that expose their datasets directly. Furthe-

more, although there have been efforts to add semantics to the values of the online

structured data sources, these works have become restricted to the value-level, ig-

noring the important semantic information that the structure and the schema in

general can offer [Mad+09].

My Contribution: I advocate that it is possible to recognize the concepts used

in a data source by exploiting loose schema information, i.e., statistics extracted

directly from the source values. In particular, I claim that the entropy of the set

of values of an attribute in the data can be used as an identifier of the specific

attribute. The advantage of the entropy is that it does not depend on the actual

values of the attribute, but on their distributions in a specific domain. This distri-

bution, in turn, does not depend on a specific source, but is a feature of the domain

represented by the attribute. All these are making entropy a very promising iden-

tifier of what an attribute is describing. The identifiers of the different attributes

3http://ckan.org
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in the data can be combined together to form a signature of the concepts repre-

sented in the source. It is of course possible that two different attributes have the

same entropy value. This means that the entropy is not always a unique identi-

fier for an attribute, but rather a “loose” identifier (and classified as loose schema

information). Even though it is not unique and precise signature, I can use this

loose signature for identifying concepts, because I can consider the combination

of the entropies of the individual attributes in the way that they are modeled in

the source, reducing significantly the chances that a concept would be mistakenly

taken for another. The concept signatures in a source collectivelly can form a

signature of the contents of the source.

The representation of the concepts in a source is definitely not a complete rep-

resentation. This is a consequence to the heterogeneity that is naturally embedded

in every source and highly depends on the data of interest upon which the source

has been created. For this reason, and to obtain a more accurate semantic repre-

sentation of the concepts in the source, I propose to match their signatures against

a vocabulary of signatures that is more complete, and use these signatures in the

vocabulary as representations of the source. I call this approach vocabulary-based

topic detection.

The use of statistical properties for recognizing semantically equivalent or re-

lated properties has been exploited with success in the past, and in particular in

the field of schema matching [KN03]. Inspired by that work, I extend the idea

and apply it in the area of source topic detection. Existing approaches have so

far been based on the “classical” values of the Shannon entropy. My experiments

have shown that these metrics need to be normalized and may generate unstable

results in real environments. This is because the frequency distribution of repeated

values in real property domains is typically right skewed, i.e. only few values are

significantly repeated, which is problematic because the entropy and mutual infor-

mation are typically sensitive to regions corresponding to small probabilities, and

also because their range depends on the cardinality of the attribute domain. This

makes the classical values of entropy and mutual information not usable for my

case, and I instead use pseudo-additive versions of the classic Shannon entropy.

My vocabulary based topic detection approach has been introduced for the

first time in [Ber+14] and extended in [Ber+]. The specific contributions of this
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work can be summarized as follows:

• I propose a technique for modeling source topics that is independent of the

names of the source structures, hence, independent of many of the compli-

cations that structural heterogeneity introduces. The technique uses some

statistic metric to generate identifiers of the various attributes that combined

together form signatures of the concepts mentioned in the data source.

• I illustrate that the traditional entropy measure is very sensitive and not suit

for many practical cases, so I introduce and use a pseudo-additive versions

of it;

• I use my technique to effectively create a required vocabulary of concept

signatures based on the information provided by DBpedia4;

• I use a matching algorithm to match the generated concept signatures of the

source to signatures of concepts in the reference vocabulary;

• I describe the materialization of my theory into a system called WHATSIT;

and

• I provide an extensive set of experimental evaluation with real data that

illustrates the effectiveness of my approach and discuss my interesting find-

ings.

1.3 Structure of the Thesis

This thesis is structured as follows: chapter 2 reviews the related works; chapter 3

gives the preliminary concepts and definition employed throughout all the thesis;

chapter 4 presents the novel techniques to extract the loose schema information

from the data sources; chapter 5 and 6 present the novel approaches that employ

loose schema information for blocking and vocabulary based topic detection re-

spectively; in chapter 7 the experimental outcomes are presented and discussed;

and finally, in chapter 8, I draw the conclusions and present ongoing and future

works.
4http://dbpedia.org



Chapter 2

Related Work

2.1 Entity Resolution

Blocking techniques have been commonly employed in Entity Resolution,

[Chr12b; KR10; GM13; NH10; GM12] for a survey, and can be classified into

two broad categories [DS15]: the schema-based approaches (e.g. Suffix Array

[Vri+11], q-grams blocking [Gra+01], Canopy Clustering [MNU00], HARRA

[KL10]) that rely on a schema mapping [BLN86; RB01] among the sources to

ensure high level of efficiency; and the schema-agnostic approaches that are ap-

plicable when the schema mapping is not achievable as in the context of the (semi-

)structured data of the Web. In the latter category falls: Token Blocking [Pap+13],

Total Description [Pap+12], and Attribute-Matching induction based techniques

[Pap+13; MT13b]. Attribute Clustering [Pap+13] relies on the comparison of all

possible pairs of attribute profiles of two datasets to find the pairs of those most

similar; this is a inefficient process, because the vast majority of comparisons

are superfluous, and my LSH-based variation of attribute-match induction aims

to address this specific issue. In the same category, TYPiMatch [MT13b] tries to

identify the latent subtypes from generic attributes (e.g. “description”, “info”,

etc.), frequent on generic dataset of the Web, that can be exploited as auxiliary

information for both schema-based and schema-agnostic blocking techniques.

In general, both schema-based and schema-agnostic approaches can produce
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redundancy-positive1 block collections [Pap+13; PPK14]. Meta-blockign ap-

proaches [Pap+14; PPK14] aim to reduce the number of the redundant compar-

isons restructuring the block collection produced by the underlying blocking tech-

niques.

If having a training sample of annotated matching pairs is possible, a higher

efficiency can be achieved through supervised meta-blocking [PPK14]; but the

training set is indispensable, therefore it may not be a practical solution in many

scenario. For instance, if the training set is not available, it has to be collected

by experts of the domain (if the domain is complex), or by crowdsourcing. Both

the solutions require time and resources that might not be available, hence the

unsupervised meta-blocking remains a valuable alternative; BLAST falls in this

category, but, differently from any of the other existing unsupervised approach,

it is tailored to exploit information generated with a attribute-match induction

technique. Moreover, it can outperform even the supervised meta-blocking state

of the art approach in many contexts.

2.2 Insight into Data Source Topics

To provide users with tools for automatically understanding the content of a data

source is a hot and challenging task. The problem is well known in the IR Com-

munity, and commonly addressed exploiting topic modeling techniques [Ble12;

WC06] to cluster and retrieve textual documents according to their topics. These

approaches are based on the assumption that the same topic can be identified in

different documents by means of latent patterns in the text (i.e., relations among

words), typical of every language. This assumption does not hold in the context

of structured data, since the information is no longer represented as a monolithic

document, but instead, as a graph, such as the Entity-Relationship model [Che76]

and the RDF model 2, where the relationships among concepts are explicitly mod-

eled by means of the metadata. In the database and semantic web literature, two

main classes of solution have been proposed to automatically support the target

users (e.g., data scientists, statisticians, data engineers, etc.) of structured data:
1The similarity of two entity profiles is proportional to the number of blocks they share.
2http://www.w3.org/TR/WD-rdf-syntax-971002/
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Summary-based approaches [YPS09; YPS11; ZCQ07; YJ06], that aim to provide

a summary of a target data source; and Ontology Matching approaches, that allow

to map a known ontology to the one employed to the target data source.

Summary-based approaches aim to identify and extract a small subset of the

information which is representative of the entire contents of the data source.

In [YPS09] and [YPS11] two approaches dealing with relational databases and

graphs, respectively, have been proposed. Both the approaches compute the close-

ness between data structures and the importance of the data taking into account

entropy and mutual information. In [Ber+07], the goal is to summarize an at-

tribute domain. A mix of techniques is applied for clustering the attribute values

and identifying in each cluster a single representative value. The limit of these

approaches is that the produced summary maintains the same semantic of the

original dataset and, therefore, a user must be able to understand such semantic

(e.g. names of the classes and properties) to understand the summary itself.

Ontology-based approaches [SE13; Rah11; CSH06; ES13; Sch+12] try to match

content and data structures into some reference ontology, and can be generally

classified, following [ES13], in: schema-based and instance-based mapping. The

former aims to map ontologies relying on the schema information, e.g., try-

ing to map classes and properties on the basis of their names; while the latter

try to align ontologies using their instances. The intuition behind the instance-

based approaches is that when two concepts are associated to the same set of

objects (e.g. property names and their values), they are likely to be similar

[Sch+12]. Thus, the instance-based approaches can overcome the schema-based

approaches when is difficult to identify the semantic similarities of the elements

of the schema [KN03].

I note that my proposal differs from Ontology Matching approaches in a fun-

damental aspect: my goal is not to determinate a fully correct (e.g. identifying

class and property hierarchies) and complete match between ontologies; I rather

aim to support the identification of some classes of a wide reference ontology

(e.g., DBpedia), that could be used to describe the topics of a data source. My

approach could be employed to support instance-based matching, though; this is

an orthogonal problem that I do not tackle in this paper.

In [HFJ12] Mutual Information is employed to characterize RDFS graphs cap-
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turing the statistical association of classes and properties in an ontology; this in-

formation is then exploited to map user terms to the most appropriate element

in a schema-free querying system. Nevertheless, in this thesis I adopted a novel

technique for estimating the mutual information based on likelihood. The idea of

creating a data source signature starts from [KN03] where a dependency graph is

built for supporting schema matching in a data integration approach. In this thesis

I adapted the approach for RDF sources and I extended the technique with the

introduction of different kinds of edges connecting nodes. Moreover, this thesis

radically modifies my previous proposal [Ber+14], where composite likelihood

has been experimented for the same purposes. Deep evaluation showed that a best

performance is achieved with the measures here proposed.

Finally, it is important to observe that Sindice.com [Ore+08], an RDF search

engine, could be considered as a possible solution of the problem on hand. Never-

theless, Sindice focuses on finding triples containing particular keywords and not

discovering data sources topics.



Chapter 3

Preliminaries

This chapter defines preparatory concepts and notation employed throughout the

thesis. In particular, section 3.1 gives the basic definitions about blocking tech-

niques for Entity Resolution and presents the problem of attribute-match induc-

tion and meta-blocking, while section 3.2 defines the problem of identifying topics

of a data source with respect to a reference vocabulary.

3.1 Blocking

An entity collection is a set of profiles. An entity profile p is a tuple
〈
idp, IAE

p

〉
,

where idp is a unique identifier and IAE
p is a set of name-value pairs 〈a, v〉, in-

stances of the set of attribute-name AE associated to an entity collection E . Two

profiles pi, pj ∈ E are matches (pi ≈ pj) if they refer to the same real world object,

and Entity Resolution (ER) is the task of identifying those matches given E .

There exist two kind of ER [PPK14]: clean-clean ER and dirty ER. The former

takes as input two duplicate-free entity collections E1 and E2 and compares pairs

{(pi, pj) | pi ∈ E1, p2 ∈ E2}; the latter takes as input a single collection Es con-

taining duplicates and compares all possible pair of profiles. The naive solutions

to clean-clean and dirty ER imply respectively |E1| × |E2| and
(|Es|

2

)
comparisons,

where |Ei| is the cardinality of an entity collection Ei. Blocking approaches aims

to reduce this complexity by indexing similar profiles into blocks according to

a blocking key (i.e., the indexing criterion), restricting the actual comparisons of
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profiles to those appearing in the same block. A set of blocks B is called blocking

collection, and its aggregate cardinality is ‖B‖ =
∑

bi∈B ‖bi‖, where ‖bi‖ is the

number of comparisons implied by the block bi.

In this thesis I follow best practices to establish the quality of a blocking col-

lection [KL10; Pap+13; Pap+14; PPK14]: the problem of determining if two

profiles actually refer to the same real-world object is not a concern of my work;

I rather assume that exists an oracle that can determine that. I employ Pair Com-

pleteness (PC) and Pair Quality (PQ) [Chr12a] to evaluate the quality of a block-

ing collection B, two well known surrogates of recall and precision respectively.

PC(B) measures the portion of duplicate profiles that are placed in at least on

block; while PQ(B) measure the the portion of useful comparison, i.e., those that

detect a match. Formally:

PC(B) =
|DB|
|DE |

(3.1)

PQ(B) =
|DB|
‖B‖

(3.2)

where DB is the set of duplicates appearing in B and DE is the set of all dupli-

cates in the collection E .

In the context of the highly heterogeneous data of the Web, a feature of the

blocking criteria that has been proved to be necessary for ER is redundancy

[Pap+13]; indeed, if an entity profile can be indexed by more than one block-

ing key, the chance of missing matches decrease. For instance, Token Blocking

[Pap+13] considers each token appearing in the values of an entity collection as a

blocking key, independently of the attributes in which it appears. This allows to

achieve high PC, but at the expense of PQ.

Two classes of unnecessary comparisons can be distinguished: (redundant

comparisons), entailing comparison of entity profiles more than once; and (super-

fluous comparisons), entailing comparison of non-matching profiles (pi 6≈ pj).

Attribute-match induction approaches can be employed to enhance schema-

agnostic blocking limiting the superfluous comparisons. Meta-blocking is the

state of the art approach to reduce both superfluous and redundant comparisons

from an existing blocking collection.

In the following I formally define attribute-matching induction and meta-
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blocking.

3.1.1 Attribute-match Induction

The goal of attribute-match induction is to induce groups of “similar” attributes

between two collections E1 and E2 from the distribution of the attribute values,

without exploiting the semantic of the attribute names.

Definition 3.1. ATTRIBUTE-MATCH INDUCTION. Given two entity collections

E1, E2, attribute-match induction is the task of identifying pairs {〈ai, aj〉 | ai ∈
AE1 , aj ∈ AE2} similar attributes according to a similarity measure, and use those

pairs to partition the attribute name space (AE1×AE2) in non-overlapping clusters.

In loosely schema-aware blocking a schema-agnostic blocking is applied

in conjunction with a attribute-match induction approach and adapted to exploit

loose schema information. This allows to disambiguate blocking keys according

to the attribute group from which they are derived (e.g. tokens “Abram” in Figure

1.1b).

The partitioning of the attribute name space is based on four components: (i)

the value transformation function (ii) the attribute representation model, (iii) the

similarity measure to match attributes, and (iv) the clustering algorithm.

• The value transformation function. Performing attribute-match induction on

two entity collections E1 and E2, each attribute is treated as a tuple
〈
aj, τ(Vaj)

〉
,

where aj ∈ AEi is an attribute name, and τ is a value transformation function

returning the set of terms tn derived from the values Vaj that an attribute aj can

assume in Ei. The function τ generally is a concatenation of text transformation

functions value transformation functions (e.g. tokenization, stop-words removal,

lemmatization).

• The attribute representation model. After the transformation, the attributes

are represented in a Cartesian space, where each dimension correspond to an ele-

ment of TA = TaE1
⋂
TaE2 , where TaE =

⋃
ai∈AE

τ(Vai). Thus, each attribute name

aj is represented as a feature vector Tj of length |TA|, where the n-th element is

the weight of the element tn ∈ TA in the attribute. Common weight employed to
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this purpose are [Pap+13] TF -IDF (tn) or the binary-presence of the element tn
in Ti (i.e., weight = 1 if tn ∈ Tai , 0 otherwise).

• The similarity measure. Then, each possible pair of attributes (aj, ak) ∈
(AE1×AE2) is compared according to a similarity measure (e.g. Dice, Jaccard, Co-

sine). Noteice that the similarity measure must be compatible with the attribute

model representation; for instance, the Jaccard similarity cannot be employed

with the TF -IDF weighting model.

• The clustering algorithm. Finally, the result of the comparison is given as

input to the clustering algorithm that perform the non-overlapping partitioning of

the attribute names.

3.1.2 Meta-blocking

The goal of meta-blocking [Pap+14] is to restructure a collection of blocks, gen-

erated by redundant blocking technique, relying on the intuition that the more

blocks two profiles share, the more likely they match.

Definition 3.2. META-BLOCKING. Given a blocking collection B, meta-blocking

is the task of restructuring the set of blocks, producing a new blocking collection

B′ s.t. PQ(B′)� PQ(B) and PC(B′) ' PC(B).

In graph-based meta-blocking, a block collection B is represented by a

weighted graph GB{VB, EB,WB} called blocking graph. V is the set of nodes

representing all pi ∈ E . An edge between two entity profiles exists if they com-

pares in at least one block together: E = {eij : ∃pi, pj ∈ E | |Bij| > 0} is the

set of edges; Bij = Bi ∩ Bj , where Bi and Bj are the set of blocks containing

pi and pj respectively. WB is the set of weights associated to the edges. The

weights capture the likelihood of a match; this is at the base of the edge pruning

strategies employed to retain only more promising comparisons. At the end of

the pruning, each pair of nodes connected by an edge forms a new block. Hence,

meta-blocking inherently prevent from redundant comparisons, since two profiles

can appear together in the final blocking collection at most once.

Two classes of pruning criteria can be employed in meta-blocking: the

cardinality-based, which aims to retain the top-k edges, allowing an a-priori deter-
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mination of the number of comparisons (the aggregate cardinality) and, therefore,

of the execution time, at the expense of the recall; and the weighted-based, which

aims to retain the “most promising” edges though a weight threshold.

Both the pruning criteria can be applied either locally or globally. In the first

case, the top-k edges and the weight threshold ϑ are computed and applied in

a node-centric manner, i.e., for each node and its adjacent edges; while in the

second case, the top-k edges are selected among the whole set of edges, and the

threshold ϑi is unique for all the edges.

The combination of those characteristics leads to four pruning schema:

• Weight Edge Pruning (WEP) discards all the edges lower than ϑ.

• Cardinality Edge Pruning (CEP) sorts all the edges by their weights in descend-

ing order, and retains only the first K.

• Weight Node Pruning (WNP) considers singularly each node ni and its adjacent

edges, and prunes those edges that are lower than a local threshold ϑi.

• Cardinality Node Pruning (CNP) similarly to WNP is node centric, but instead

of a weight threshold it employs a cardinality threshold ki (i.e., retain the top ki
edges for each node).

The weighted-based pruning criteria have been proved to outperform the

cardinality-based in terms of PC, but at the expense PQ [Pap+14]. Moreover,

existing cardinality based approaches employ an heuristic cardinality threshold

selection process, which cannot ensure optimal results for the underlying graph

weighting methods. In fact, the threshold for CEP is equals to half the sum of

the cardinalities of the blocks in the blocking collection; but that means that the

threshold is linearly proportional to the number of entity profiles indexed in the

blocking collections. So, for instance, adding n entity profiles to the entity col-

lection that do not match with any other entity, the cardinality threshold selected

from CEP would increase. Differently, CNP select a fixed number of edges to re-

tain for each node. But, again, if a set of n non-matching entity profiles are added

to the collection, for each of them k edges would be retained, regardless to the

strength (weight) of the connection with other nodes.
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For these reasons, the meta-blocking approach in BLAST (see section 5) fo-

cuses on enhancing PQ adopting a WNP criterion.

3.2 Vocabulary-based Topic Detection

I consider an entity based data model. I assume the existence of an atomic domain

A. Of course, there may be more than one atomic domain like String, Integer,

Date, etc., but for simplicity I consider here only one. I also assume the existence

of an infinite set C of class names, and an infinite set N of property names.

A property is a pair 〈p, d〉, where p∈N and d∈{A}∪C. The part p is referred

to as the name of the property and the part d as the domain. I denote as P the set

of all possible properties. A class is a pair 〈c, P 〉, where c∈C, and P⊂P and is

finite.

A data source schema is a finite set of classes C, such that, for every

〈c, P 〉,〈c′, P ′〉∈C, with 〈c, P 〉6=〈c′, P ′〉∈C, c 6=c′. In short, it means that in a data

source there cannot be two classes with the same class name. For this reason I

can consider a class and its class name equivalently and hereafter write c for re-

ferring to the class. Furthermore, if 〈p, d〉∈P , either d=A or d∈C, which means

that a property can have an atomic domain or one of the classes of the data source

schema.

My model is generic enough to model the popular relational and RDF

schemas. A relational database can be modelled by creating a class for every

relational table, in which the class name is the name of the table and the set of

properties names consists of one property for each table attribute. The name and

the domain of each property is the name and domain of the respective table at-

tribute.

The schema of an RDF database can be modelled in a similar way. A class is

created for every RDF class. The name of the class is the name of the RDF class,

and the set of properties contain one property for every RDF property that has as

a subject the specific RDF class. The name of the property is the predicate of the

respective RDF property while the domain is the object of the RDF property.

To be able to understand the contents of a data source, I introduce the notion
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of a signature which is a compact representation of its contents. Using the schema

directly as a signature is not the best choice because schemas are prone to hetero-

geneity issues. It is common the situation in which the same term has been used

for expressing two different semantics, or the situation in which the same seman-

tics have been modelled through different terms. A signature should go beyond

the name choices made by the data source designer and be more robust to name

variations. An important feature that a signature should capture is the structure.

The way data is structured in a data source is not random. It is the way the data ad-

ministrator decided that the semantics of the data are best expressed. For instance,

the reason that two properties are found in the same class is most likely because

they model two different aspects of the same real world concept that the class

models, and they are both needed for better describing that real world concept.

This means that the signature should also capture not only what properties appear

in every class but also the co-appearance of the properties. These two principles

drive the definition of the signature for classes.

Definition 3.3. SIGNATURE OF A CLASS. The signature of a class 〈c, P 〉
is a graph G(V,E, f), such that its set of nodes being V ={c}∪NP , with

NP={x | ∃〈x, d〉∈P}, and its set of edges being E=ECP∪EPP , with

ECP={〈c, np〉 | np∈NP}, EPP={〈np, n′p〉 | np,n′p∈NP}, and with a function f

being an identifier function f |NP∪EPP→R.

Intuitively, a class signature is a graph that contains one node representing

the class, referred to as the class node, and one node for every property that the

class has, referred to as the property node. The graph has an edge between the

class node and every property node, referred to as CP edges, standing for Class-

Property edges. It also has one edge between every pair of property nodes, re-

ferred to as the PP edges, standing for Property-Property edges. Finally, every

property node in NP and every PP edge in EPP is annotated with numeric value

returned by the f function for that edge.

The numeric value plays a role of an identifier for a property and an identifier

of the association that exists between two properties of the same class.

In what follows, for simplicity, instead of using the notation G(V,E, f)

for a class signature, I will use instead the equivalent more analytic form
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Figure 3.1: A simple RDF schema and its signature.

〈c,NP , EPP , EPN , f〉.
A data source is a set of classes but these classes are not completely indepen-

dent of one another. They may describe complementary information and there are

mechanisms to connect them. In the relational model for instance, such mecha-

nisms are the foreign key constraints. A similar mechanism exists also in RDF. In

particular, the value of an RDF property may be not an atomic value, but a URI

referencing another RDF entity. In my model this is achieved by properties that

have as a domain another class. Thus, to accommodate this important information

I consider in the signature of a data source, apart from the class signatures, a set

of edges that associate a property node of one class with another class.

Definition 3.4. A data source signature is a graph 〈C,EPC〉 where C is a set of

class signatures, and EPC is a set of edges of the form (s, e) such that s∈NP for

a 〈c,NP , EPP , EPN , f〉∈C, and also e=c′ for a 〈c′, NP ′
, EPP ′

, EPN ′
, f〉∈C

Intuitively, a data source signature is a collection of class signatures with an

additional set of edges between a property node and a class node. I refer to these

edges as PC edges, which stands for Property-Class edges, and denote them as

EPC .
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Example 3.1. Figure 3.1 illustrates a small RDF Schema and its corresponding

source signature. The source signature consists of three class signatures (only one

illustrated fully). The class nodes are illustrated with double oval lines and the

property nodes with squared boxes. The dashed grey lines are the PC edges and

the dotted the CP edges. Finally the dotted edges are the PP edges. Note how the

EPP and the property nodes are annotated with the identification numbers.

Vocabulary-based Topic Detection. My goal is to understand the topics of a data

source. To do so, there is a need for some reference vocabulary in the domain of

interest in which the concepts of the data source will be expressed. The reference

vocabulary is a collections of classes and possible associations between them. In

some sense it can be seen as a data source. It may be provided by a domain expect

explicitly or may be a reference data source.

To express the data source in the reference vocabulary, I need to express the

source and the vocabulary in some common terminology, in order to match their

contents. For this, signatures can be used. Thus, I define the process of identifying

the topics of a data source as:

Definition 3.5. VOCABULARY-BASED TOPIC DETECTION. Vocabulary-based

topic detection is the process of identifying topics of a data source S with respect

to a reference vocabulary Sref .

In my approach vocabulary-based topic detection consists of two sub-tasks: (i)

the first to generate the respective signatures sigSref
and sigS , and (ii) the second

to match these two signatures to identify correspondences between their respective

components, i.e., pairs of the form 〈p, t〉 such that t∈Sref and p∈c, with c∈S.
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Chapter 4

Loose Schema Information
Extraction

In this chapter, the techniques employed to extract loose schema information-

are presented. Firstly (section 4.1), I present attribute-match induction tech-

niques, which can be employed to enhance classical schema-agnostic blocking

techniques; secondly (section 4.2), I introduce the technique to build the signa-

tures of the datasource in vocabulary-based topic detection.

4.1 Attribute-match Induction

In the approach proposed in this thesis, to support blocking I propose an entropy

extraction criterion applied in combination to an attribute-match induction tech-

nique that can be either the Attribute Clustering [Pap+13] or the Loose Attribute

Matching, presented here, and the optional LSH-based support step.

4.1.1 Loose Attribute-matching Induction

Following the definitions of the section 3.1.1, Loose attribute-Match Induction

(LMI) is composed of these four components: the tokenization as value transfor-

mation function; the binary-presence of a token as weight for the attribute repre-

sentation model; the Jaccard coefficient as similarity measure; and the algorithm
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1 for clustering.

Basically, the algorithm 1 first collects the similarities of all possible attribute

pairs of two entity collections, and their maximum values of similarity (lines 2-8).

The similarity function (line 4) measure the Jaccard coefficient, i.e., the ratio

between the cardinalities of the intersection and the union of two sets: |T1∩T2||T1∪T2| .

Then, (lines 9-13) LAM marks as candidate match of an attribute each attribute

that is “nearly similar” to its most similar attribute by means of a threshold (e.g.:

0.9 · maxSimilarityV alue). If an attribute ai has attribute aj among its can-

didates, then the edge 〈ai, aj〉 is collected (lines 14-16). Finally, the connected

components of the graph built with these edges, with cardinality greater than one,

represent the clusters (line 17). Optionally, a glue-cluster can gather all the single-

ton component, as in [Pap+13], to ensure the inclusion of all the possible tokens

(blocking keys).

It is important to notice that LMI, as AC [Pap+13], is substantially differ-

ent from traditional schema-matching approach. In fact, the goal of LMI is not

to produce exact matches among attributes of two different datasets, detecting

equivalence, hierarchies, and containments of the attributes; but rather to obtain

an approximate knowledge of the schemas. Moreover, in attribute-match induc-

tion techniques the schema semantic is never involved.

4.1.2 LSH-based Attribute-Match Induction

The computation of the similarity of all possible pairs of attributes has an overall

time complexity of O(N1 · N2), where N1 and N2 are the cardinality of AE1 and

AE2 respectively. For the dimensions commonly involved in the semi-structured

data of the Web (the data sources schema can commonly have even thousands of

attributes) this is an unbearable process. However, only a few (or none) similar

attribute profiles are expected to be found similar for each attribute; therefore,

employing techniques able to group the attribute approximatively on the basis

of their similarity can significantly reduce the complexity of the attribute-match

inductions, without affecting the quality of the results. Hence, in BLAST I intro-

duce a pre-processing step that can be optionally employed with both LAM and

Attribute Clustering (AC).
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Input: Attributes names: A1, A2; Attributes values: T1, . . . , Tz
Output: Set of attribute names clusters: K

1 edges← {}
2 Sim←Map〈K,V 〉
3 Max←Map〈K,V 〉
4 Cand←Map〈K, {V }〉
// most similar attribute for each attribute

5 foreach ai ∈ A1, aj ∈ A2 do
6 Sim← (〈ai, aj〉, similarity(Ti, Tj))
7 if Sim.get(〈ai, aj〉) > Max.get(ai) then
8 Max← (ai, sim)
9 end

10 if Sim.get(〈ai, aj〉) > Max.get(aj) then
11 Max← (aj, sim)
12 end
13 end
// matching attribute candidates generation

14 foreach ai ∈ A1, aj ∈ A2 do
15 if Sim.get(〈ai, aj〉) > (α ·Max.get(ai)) then
16 Candidates← (ai, aj)
17 end
18 if Sim.get(〈ai, aj〉) > (α ·Max.get(aj)) then
19 Candidates← (aj, ai)
20 end
21 end
22 foreach ai ∈ A1, aj ∈ Candidates.get(ai) do
23 if ai ∈ Candidates.get(aj) then
24 edges← 〈ai, aj〉
25 end
26 end
27 K ← getConnectedComponentsGreaterThan1(edges)
28 return K

Algorithm 1: Loose Attribute Matching
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LSH (Locality-Sensitive Hashing [Bro97]) allows to reduce the dimensionality

of an high-dimensional space, preserving the similarity distances, reducing signif-

icantly the number of the attribute profile comparisons. Employing the attribute

representation model of LMI1 and Jaccard similarity, MinHashing and banding

[LRU14] can be adopted to avoid the quadratic complexity of comparing all pos-

sible attribute pairs.

The set of attributes is represented as a matrix, where each column is the fea-

ture vector Tj of the attirbute aj (see section 3.1.1). Permuting the rows of that

matrix, the minhash value of one column is the element of that column that ap-

pears first in the permuted order. So, applying a set of n hashing function to per-

mute the rows, each column is represented as vector of n minhash; this vector is

called minhash signature. The probability of yielding the same minhash value for

two column, permuting their rows, is equal to the Jaccard similarity of them; thus,

MinHashing preserves the similarity transforming the matrix, with the advantage

of having reduced the dimension of the vectors representing the attributes. How-

ever, even for relatively small n, computing the similarity of all possible minhash

signature pairs may be computationally expensive; therefore, the signatures are di-

vided into bands, and only those signatures that are identical in at least one band

are considered to be candidate pairs and given as input to the attribute-match in-

duction algorithm (adapted to iterate only thorough these candidate pairs - instead

of all possible pairs).

Considering n minhash values as signature, b bands for the banding indexing,

and r = n/b rows for band, the probability of two attributes to identical in at least

one band is 1−(1−sr)b. This function has a characteristic S-curve form (example

Figure 4.1), and its inflection point represents the threshold of the similarity. The

threshold can be approximated to (1/b)1/r. For instance, choosing b = 30 and

r = 5, the attribute pairs that have a Jaccard similarity greater than ∼ 0.5 are

considered for the attribute-match induction, otherwise no.

1The LMI attribute representation model can be used with Attribute Clustering [Pap+13] as
well.
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Figure 4.1: LSH S-curve for r = 5 and b = 30, the dashed line represents the
estimated threshold.

4.1.3 Entropy Extraction for Cluster of Attributes

To characterize each attribute cluster generated during the attribute-match induc-

tion, BLAST employs the Shannon entropy of its attributes.

The entropy of an attribute is defined as follows [CT12]:

Definition 4.1. ATTRIBUTE ENTROPY. Let X be an attribute with an alphabet

X and consider some probability distribution p(x) of X . I define the attribute

entropy H(X) by:

H(X) = −
∑
x∈X

p(x) log p(x)

Intuitively, entropy represents a measure of information content: the higher

the entropy of an attribute, the more significant is the observation of a particular

value for that attribute. In other words, if the attribute assumes predictable values

(e.g., there are only 2 equiprobable values), the observation of the same value in

two different entity profiles does not have a great relevance; on the contrary, if the

attribute has more unpredictable values (e.g., the possible equiprobable values are

100), observing two entity profiles that have the same value for that attribute can

be considered a more significant clue for entity resolution.
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In BLAST the importance of a blocking key is proportional to the entropy of

the attribute from which it is derived. This is obtained weighting the blocking

graph according to the entropies (shown in section 5.3). To do so, an entropy

value for each group of attribute is derived computing aggregate entropy. The

aggregate entropy of a group of attributes Ck is:

H̄(Ck) =
1

|Ck|
·
∑
Aj∈Ck

H(Aj)

When a schema-agnostic blocking (e.g. Token Blocking) is applied in combi-

nation with attribute-match induction, each blocking key bi is univocally associ-

ated with a cluster Ck, bi 7→ Ck. For instance, considering the example of Figure

1.1, the token “Abram”, disambiguated with attribute-match induction, can rep-

resent either the blocking key “Abram c1” associated with the cluster C1, or the

blocking key “Abram c2” associated with the cluster C2; where C1 is composed

of the attributes Name of p1 and FullName of p3, while C2 is composed of the

attributes addr. of p2 and Address of p4.

For meta-blocking, BLAST employs h(Bj) the entropy associated with a set of

blocking key Bj:
h(Bj) =

1

|Bj|
·
∑
bi∈Bj

h(bi)

where h(bi) = H̄(Ck) is the entropy associated to a blocking key bi 7→ Ck

4.2 Likelihood Estimation of Schema Signatures

Entropy can be employed to measure how informative an attribute (or a cluster of

attributes) is, but can be also seen as a characteristic value that can be “almost”

identify the attribute from which its derived. This is the idea lying behind the

approach to extract the signatures of data sources presented in this thesis.

In fact, a characterization of signatures is carried out by determining a

weighted graph that summarizes the subjects addressed by a source. In this thesis

I propose to assign the weights in such graphs by using two basic information-

theoretical quantities: entropy and mutual information [KN03].
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Definition 4.2. Let X be a random variable representing an attribute with alpha-

bet X and probability mass function p(x|θ), θ ∈ Θ ⊆ Rp. The entropy H(X) is

defined by

H(X) = −EX log p(X|θ) (4.1)

where E(·) denotes expectation with respect to p(x|θ).

Note that the above definition does not involve realized values for data in-

stances, thus making the signature independent of the class represented. In partic-

ular, entropy describes the uncertainty of values in an attribute. Thus, one problem

is estimation of H(X) from available data instances by means of some appropri-

ate approximation of p(x|θ). If n instances of X are available, then an estimate θ̂

can be obtained by some statistical estimation method, such as maximum likeli-

hood estimation, so thatH(X) could be estimated by using θ = θ̂ in the definition

above. To measure the information shared by two attributes at the time I introduce

the concept of mutual information.

Definition 4.3. LetX and Y be two random variables representing attributes with

alphabets X and Y with joint mass function p(x, y|θXY ) and marginal mass func-

tions p(x|θX) and p(y|θY ). The mutual information of X and Y and Y is:

I(X;Y ) = EXY

[
log

p(X, Y |θXY )

p(X|θX)p(Y |θXY )

]
= H(X) +H(Y )−H(X, Y )

(4.2)

where H(X) and H(Y ) are entropies for X and Y and H(X, Y ) is the entropy

for the pair (X, Y ).

Note that I(·; ·) measures different levels of association (or shared informa-

tion) between pairs of nodes. Moreover, similarly to entropy, also the mutual

information needs to be estimated from data instances. To estimate I(X;Y ) I

need to obtain parameter estimates θ̂X , θ̂Y , and θ̂XY .

The method for estimatingH(X),H(Y ) andH(X, Y ) from the data is crucial

to obtain representative signatures. A suitable method should be able to prevent

over-fitting. The estimated signature does not have to perfectly replicate a spe-

cific data source, but rather provide us with a summarized representation of the

concepts described in it. Over-fitting is important in the presence of very large al-
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Figure 4.2: Frequency distribution of some properties of the DBpedia Musical
Artist class.

phabets for the attributes under examination, with only a few observed instances.

The elements of the alphabets with very low frequency typically inflate the overall

noise thus deteriorating the quality of the available information.

In the analysis of real data sources, I noticed that the contribution of such

low frequency elements is not negligible. Let us consider for example Figure 4.2

that shows through Pareto charts the frequency distribution of some properties of

the DBpedia Musical Artist class. Each figure shows in the x axis the different

elements of the alphabet and in the y axis the respective frequency. It is evi-
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dent that frequency distributions are usually right skewed, thus meaning that only

few elements of the alphabets really contribute, with their high frequency, in the

characterization of the entropy value for the specific property. Even if Figure 4.2

includes only some properties of a selected DBpedia class, I performed an ex-

tensive analysis on the other classes and properties, obtaining similar frequency

distributions.

Moreover, (4.1) shows that the entropy value does not have a upper bound

value, since it depends on the cardinality of the attribute alphabet. As a con-

sequence, attributes having a different number of alphabet elements in different

dataset have different entropy values even when they represent the same real world

object. In Section 7.2, I will show that this problem has a big impact in real data

sources, and it can affect the result accuracy. For this reason, a normalizing factor

that limits the range of the entropy and mutual information values is needed.

Finally, another issue in using entropy and mutual information values is re-

lated to the high dimensionality of the problem, that has a big impact on the time

complexity. The high number of instances usually collected in the databases avail-

able online makes the calculation of the actual values expensive. For example, if

I adopt the DBpedia Ontology as vocabulary, the class Person (one of the 529

classes which form a subsumption hierarchy) of the DBpedia Ontology contains

832.000 instances and has 101 properties (in version 3.9). This means that the

cardinality of the set EPP built considering only the class Person is 5,050.
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Chapter 5

Blocking with Loosely
Schema-aware Techniques

In this chapter, my novel (meta-)blocking approach is presented. I called it

BLAST (Blocking with Loosely-Aware Schema Techniques). Fundamentally, it

consists of the holistically combination of loosely schema-aware blocking and

meta-blocking for clean-clean Entity Resolution. In particular, BLAST operates in

three main phases: (i) the loose schema information extraction, (ii) the blocking,

and (iii) the meta-blocking.

5.1 Loosely Schema-aware Information Extraction

The first phase consists in the loose schema information extraction: while an

attribute-match induction approach is employed to obtain information about the

attribute similarities (as described in section 4.1.1), the entropies of the attribute

values are collected (as described in section 4.1.3) in order to be exploited at a

later stage for meta-blocking. An LSH pre-processing step (section 4.1.2) op-

tionally supports the attribute-match induction approach; this allows to reduce the

complexity the high dimensional space of the attribute representation model when

dealing with data sources characterized by high number of attributes.
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Figure 5.1: High and low entropy group of attributes.

5.2 Loosely Schema-aware Blocking

In the second phase, the induced information about clusters of similar attributes is

exploited to enhance the efficiency of a schema-agnostic technique. In particular,

in BLAST I employ Token Blocking1 following [Pap+13]: each token represents

as many different blocking keys as many are the clusters that contain an attribute

in which it appears, while in classical Token Blocking each token represents a

unique blocking key. The example in Figure 1.1b gives an intuition of the benefits

of this approach: being able to disambiguate the token “Abram” according to the

attribute in which it appears, preventing to index together non-matching profiles,

and avoiding 4 superfluous comparisons out of the 6 possible.

5.3 Loosely Schema-aware Meta-blocking

In the third phase, meta-blocking is performed: the blocking graph GB correspond-

ing to the resulting blocking collection is generated, weighted taking into account

the co-occurrences of the entity profiles and the entropies of the attributes previ-

ously computed. In particular, the χ2 test is employed to measure the strength of

co-occurrences. Then, each edge weight is re-weighted according to the aggregate

entropy associated to it.

To give an intuition of the benefits yielded by this latest step, consider the ex-

ample in in Figure 5.1. Without considering the entropies, applying a node-centric

pruning (e.g., selecting as weight threshold the average of the local weights) on

the p4 node-centric view of the blocking graph (Figure 5.1 b), entails the retention

of the non-matching edge (i.e., a superfluous comparison) p3−p6. A way to avoid

1Other techniques [Pap+15] can be adapted to this scope as well, but comparing them is out of
the scope of this thesis.
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this, is increase the score of the edges derived from blocking keys associated to

attributes with high entropy. For instance, considering the classification listed in

Figure 5.1a (listing an high entropy attribute cluster), and assigning bonus equals

to +1 to each edge associated to attributes with high entropy.

In the following the details of Loosely Schema-aware meta-blocking are de-

scribed. In the first step, the unweighted version of the blocking graph is built;

then, the weights of the blocking graph GB{VB, EB,WB} are computed according

to a weighting schema. The second step consists in the pruning.

5.3.1 Blocking Graph Weighting

Considering two entity profiles pu and pv, the contingency table describing their

joint frequency distribution in a given blocking collection is shown in Table 5.1.

The table describes how entity profiles pu and pv co-occur in a blocking collec-

tion. For instance: the cell o12 represents the number of blocks in which pu appears

without pv (the absence is denoted with ¬); the cell o2+ represents the number of

blocks in which pu is not present (independently of pv). These values are also

called observed values. As an example, the values in parentheses are values de-

rived form the blocking collection of figure 1.1b for the profiles p1 and p3.

Given this representation, BLAST employs Pearson’s chi-squared test (χ2)

[AK11] to quantify the independence of pu and pv in blocks; i.e., testing to see if

the distribution of pv given that pu is present the blocks (first row of the table) is

the same as the distribution of pv given that pu is not present (the second row in

the table). In practice, the chi-squared test measures the divergence of observed

(oij) and expected (eij) sample counts (for i = 1, 2, j = i, 2). The expected values

are with reference to the null hypothesis, i.e., assuming that pu and pv appear inde-

pendently in the blocks. Thus, the expected value for each cell of the contingency

table is: eij =
oi+·o+j

n++
.

Hence, the weight wuv associated to the edge between the nodes representing
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pv ¬pv
pu o11 o12 o1+

¬pu o21 o22 o2+

o+1 o+2 o++

Table 5.1: Contingency table for pu, pv.

p3 ¬p3

p1 4 1 5
¬p3 1 2 3

5 3 8

Table 5.2: Contingency table for p1 and P3 from figure 1.1b.

the entity profiles pu and pv is computed as follow:

wuv = χ2
uv · h(Buv)

=
∑
i∈{1,2}

∑
j∈{1,2}

oij − eij
eij

· h(Buv)
(5.1)

Notice that BLAST is using the test statistic as a measure that helps to highlight

particular profile pairs (pu, pv) that are highly associated in the blocking collec-

tion, and not to accept or refuse a null hypothesis. The correcting entropy value

just weight the importance of the blocks in which a co-occurrence appears, since

not all the blocks are equally important (as discussed in section 4.1.3).

5.3.2 Graph Pruning

Selecting the pruning threshold is a critical task. To achieve the highest level

possible of PQ, and perform fine-grained pruning on the blocking graph, BLAST

adopts a WNP schema (see section 3.1.2). I identify a fundamental characteristic

that threshold selection method, in WNP, must present: the independency of the

local number of adjacent edges, to avoid the sensitivity to the number of low-

weighted edges in the blocking graph. In fact, this issue arises when employing

threshold selection functions that depend on the number of edges, such as the

average of the weights [Pap+14].
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Example 5.1. To illustrate this phenomenon, consider again the example in Fig-

ure 1.1. Figure 1.1c depicts the blocking graph GB generated from the blocking

collection of Figure 1.1b, and Figure 1.1e shows a subgraph Gp1 , which represents

the node-centric view of the GB for the entity profile p1 (Figure 1.1c). If the entity

collection (Figure 1.1a) is composed only of the profile set (p1, p2, p3, p4), the re-

sulting graph Gp1 has only 4 nodes and 4 edges. In this scenario the average of the

edge weights (the threshold) is slightly greater than 2 and only the edge between

p1 and p3 is retained. But, if the entity profile p5 is added to the entity collection,

one node and one edge are added to Gp1 , influencing the threshold that became 2

and implying the retention of a second edge (between p1 and p4). Therefore, the

comparison of p1 and p4 depends on the presence or absence of p5 in the entity

collection, even though the similarity between those two profiles does not depends

on p5.

Hence, in BLAST I introduce two weight threshold selection schemes indepen-

dent of the number of edges in the blocking graph:

Average Min Max (AM2). AM2 is the mean between the local upper bound

mi ≡ min(Wi) and lower bound Mi ≡ max(Wi), where Wi is the multiset

of the adjacent edge weights; unlike WM, it needs no parameter selection:

ϑi =
mi +Mi

2

= mi +
Mi −mi

2

(5.2)

Average Min Max Maximized (AM3). In AM3 weights must be normalized with

respect to the maximum weight of the underlying schema; then, the average com-

puted as fo AM2 is weighted in accord to the “strength” of the upper bound.

Intuitively, if the upper bound is close to 1, it means that the underlying blocking

technique and weighting function are capturing with a low uncertainty the true

matching pairs of profiles, hence the threshold can be increased; otherwise, if the

upper bound is low, the uncertainty is greater and a more conservative threshold

is more appropriate:

ϑi = mi +
(Mi −mi) · α

2
; α = 1 +Mi (5.3)
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Chapter 6

Vocabulary-based Topic Detection
with Loose Schema Information

In this chapter I present a novel approach to identify the topics of a data source

given a reference vocabulary, exploiting loosely schema-aware techniques. All the

process is based on the building of distinctive signatures for both the target data

source(s) and the reference vocabulary. I adopt the signature representation model

introduced in section 3.2. Section 6.1 describes how entropy and mutual informa-

tion (and their variants) are extracted to be employed as node and edge weight

respectively in the signatures. Then, in section 6.2, the signature matching pro-

cess is presented. Finally, section 6.3 introduces WHATSIT, the implementation

of my approach.

6.1 Computing Entropy and Mutual Information
for Data Source Signature

To weight a data source signature, I implemented and tested three measures based

on entropy and the mutual information: (i) a classical implementation based on

Shannon’s logarithmic entropy that provides us with a benchmark for the compar-

isons; (ii) a weighted entropy and mutual information implementation, that allows

us to remove some “noise” provided by large regions of values with low prob-

abilities and (iii) the pseudo-additive entropy and mutual information developed
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by Havrda and Charvát [HC67]. [Tsa88] has exploited the stability of pseudo-

additive in the context of statistical mechanics. Differently from previous work in

this area, I considered appropriate normalizations for all the above entropy mea-

sures. As a result the range for all the measure is between 0 and 1, which allows a

more fair comparison of their performance.

I begin by estimating parameters for the attributes from N available instances.

In this thesis I assume a multinomial distribution for the attributes, but my ap-

proach can be easily extended to other statistical models. Suppose that a single

attribute Xi, i = 1, . . . , ki follows the multinomial model Xi ∼ Mult(θi), where

θi is the ki-vector θi = (θi1, . . . , θiki)
T , and θij corresponds to the probability of

the jth element of attribute alphabet, and
∑ki

j=1 θij = 1. For instance, in RDF

data sources, the alphabet of an attribute is the set of URIs and literals associated

through the rdf:range statement of a property.

Then, given N observations on X I have the following likelihood function

p(xi1, . . . , xiki |θ) =
N !

xi1! · · ·xiki !
θxi1i1 · · · θ

xiki
iki

, (6.1)

where xij denotes the number of times I observe the jth element of the alphabet

and
∑ik

j=1 xij = N . From (6.1), the maximum likelihood estimates for θij is

simply the frequency θ̂ij = xij/N , for all j = 1, . . . , ki.

Using estimated parameters, I estimate the marginal entropy for Xi for all

i = 1, . . . , ki based on the following measures:

i) ĤS
i = −

ki∑
j=1

θ̂ij log θ̂ij, i = 1, . . . , ki; (Shannon Entropy) (6.2)

ii) ĤW
i = −

ki∑
j=1

θ̂aij log θ̂ij∑ki
j=1 θ̂

a
ij

, a > 0, i = 1, . . . , ki; (Re-weighted Entropy)

(6.3)

iii) ĤP
i = −

ki∑
j=1

θ̂ij
1− θ̂bij
b

, b > 0, i = 1, . . . , ki. (Pseudo-additive Entropy)

(6.4)
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The weighted entropy (6.3) is based on a simple variation of the classical mea-

sure, where the components are “weighted” by means of a parameter a. For the

pseudo-additive entropy measure, convexity is achieved only for b > 0. These are

empirical parameters defined, on the basis of the experiments. In the evaluated

data sets, the best results were achieved using values for a and b near 1.5 and 0.5,

respectively. Note that the form in ĤW
i and ĤP

i reduce the noise generated by el-

ements with low frequency and to improve the contribution by the high frequency

elements.

A normalization factor for the above measures is obtained by computing the

maximum entropy. This can be achieved by replacing θ̂i1, . . . , θ̂iki with the uni-

form distribution 1/ki, . . . , 1/ki. Straightforward algebra gives the maximum

values for i), ii) and iii); respectively, ĤS
i,max = log ki, ĤW

i,max = log ki and

ĤP
i,max = (1−k−bi )/b. Finally, to normalize I simply divide each entropy measure

by its maximum value.

To evaluate the relationship between two attributes, say Xi and Xl, I use the

following measures of mutual information which are derived from the entropy

measures above. Specifically,

i) M̂I
S

il =

ki∑
j=1

kl∑
l=1

θ̂ijlm log

(
θ̂ijlm

θ̂ij θ̂lm

)
, 1 ≤ i ≤ ki, 1 ≤ l ≤ kl; (6.5)

ii) M̂I
W

i =

ki∑
j=1

kl∑
l=1

θ̂aijlm∑ki
j=1 θ̂ijlm

log

(
θ̂ijlm

θ̂ij θ̂lm

)
, a > 0, 1 ≤ i ≤ ki, 1 ≤ l ≤ kl;

(6.6)

iii) M̂I
P

i = −
ki∑
j=1

kl∑
l=1

θ̂ijlm

[
1− θ̂ijlm/(θ̂ij θ̂lm)b

b

]
, b > 0, 1 ≤ i ≤ ki, 1 ≤ l ≤ kl.

(6.7)

where θ̂ij ,i = 1, . . . , ki , and θ̂lm = 1, . . . , kl denote marginal empirical frequen-

cies for the values of the attributes Xi and Xl respectively, while θ̂ijlm represents

joint empirical frequencies for the values of the attributes Xi and Xl.
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6.1.1 Confidence Intervals

In this section I consider the problem of comparing entropies computed from dif-

ferent samples. Matching based solely on point measurements is not sufficiently

reliable, due to the presence of statistical error. Thus, I propose to compare en-

tropy measures by constructing confidence intervals for the difference of entropy

difference. Specifically, let Ĥ = H(θ̂1, . . . , θ̂k) be an arbitrary entropy method;

specifically consider entropies i), ii) or iii) described in the previous section. Fur-

ther, denote by Ĥ1 and Ĥ2, entropies on the same attribute computing based on

observations from k1 and k2 alphabets, respectively; Ĥ1 and Ĥ2 are estimated

using counts in N1 and N2 independent samples.

Let 0 < α < 1 denote a pre-specified confidence level. A (1−α)% confidence

interval for the true entropy difference is

CI(Ĥ1, Ĥ2, α) =
Ĥ1

H1,max(m1)
− Ĥ2

H2,max(N2)

± z1−α/2

√
V (θ̂1, . . . , θ̂k1 , N1)

Hmax(N1)2
+
V (θ̂1, . . . , θ̂k2 , N2)

Hmax(k2)2
,

(6.8)

where Hmax(k) is the maximum entropy obtained by replacing the probabilities

p1, . . . , pk with uniform probabilities 1/k, . . . , 1/k; so for the Shannon entropy

the maximum value is logm while for the pseudo-additive entropy I have (1 −
k−b)/b. Further, in the above expression, zq is the q-quantile for the standard

normal distribution and Vi(·) represents an expression for an approximation of the

variance of Ĥi obtained by the Delta method [Vaa00] . Particularly, for j = 1, 2,

I have

Vj(θ1, . . . , θkj , Nj) =
1

Nj

(∇Ĥj)
T


θ1(1− p1) −θ1θ2 · · · −θ1θkj

−θ1θ2 θ2(1− θ2) · · · −θ2θkj
...

... . . . ...

−θ1θmj
−θ2θmj

· · · θj(1− θkj)

∇Ĥj,

where∇Ĥj = (∂Ĥj/∂θ1, . . . , ∂Ĥj/∂θkj)
T is the gradient vector of partial deriva-

tives of the entropy function. Clearly, the form of such a vector depends on the
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definition of the entropy function. For, example Shannon’s entropy I have

∇ĤS
j = (log θ1 + 1, . . . , log θkj + 1)T

while for the pseudo-additive entropy I have

∇ĤS
j = (La(θ1) + θa1 , . . . , La(pmj

) + pakj)
T ,

where the functionLa(u) = (ua−1)/a, u > 0, α > 0 is the generalized logarithm.

6.2 Matching Data Sources Signatures

The goal of the matching process is to find the signatures associated to classes of

the target source that match into dependency graphs associated to the reference

ontology. As described in Section 3.2, the signatures model classes and proper-

ties as graphs where nodes and edges are weighted. Entropy (or pseudo-additive

entropy) is used for weighting nodes, mutual information (or pseudo-additive mu-

tual information) for the edges. Nevertheless, the effort required for computing

the weights is not the same: the complexity of the mutual information computa-

tion grows quadratically with the growing of the number of the class properties,

while the complexity of the entropy computation grows linearly.

Even if an accurate matching process should take into account nodes and

edges, I decided to design a straightforward two-step process, that requires the

computation of the mutual information only when needed, thus reducing com-

plexity in the case that the reference ontology has a high number of properties

per class (i.e., avoiding to compare a huge number of possible pairs of proper-

ties). Firstly, for each property of the target source, a set of candidate matching

properties belonging to the reference ontology is computed. The computation of

matches requires to take into account the pre-computed entropy stored in GEindex
and the confidence interval values dynamically computed on the basis of maxi-

mum entropies and entropy variances1.

1For the reference ontology, the maximum entropies and entropy variances are stored in
GEindex; while, for the target source, these measures have to be computed at runtime.
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Secondly, mutual information is computed only for those target properties that

belongs to more groups, to select the best option. This selection and the com-

putation of the final result can provide two different kinds of results: (a)1SIG

matching, where the prototype matches the target properties into properties be-

longing to one single signature in the reference ontology; (b)1+SIG matching,

where the prototype matches the target properties into properties belonging to sev-

eral signatures. Obviously, 1SIG matching is the simplest case since it pre-

sumes that target source and reference ontology model the real world in the same

way. My technique is able to manage both the options.

Summarizing, my solution allows to perform an entropy-based match in first

place, and then disambiguate the match with the support of mutual-information as

a second step. This can achieve a sub-optimal result (the optimal solution should

consider entropy and mutual information contemporarily), but allows to avoid

the O(n2), with n the number of properties of a class, computation of Mutual

Information; I demonstrate in the experiment section 7.2 that this is enough to

prove the efficacy of my signature-base approach.

Example 6.1. Let us consider a class Ct of a target source, with five properties

(p1, p2, p3, p4, p5), and a entropy-based match that returns the following candidate

matching properties.

• p1 : {PersonbirthY ear, BandstartY ear}

• p2 : {PersondeathY ear, Bandname}

• p3 : {Bandcountry}

• p4 : {Personheight}

• p5 : {∅}

Person and Band are two classes of the reference ontology. In case of 1SIG

matching, the matches of properties p1 and p2 have to be disambiguated via

the mutual information, and either p3 or p4 are leaved unmatched according to the

result of the previous process.
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The matching process relies on the entropy(b̄) function, that takes as input

a vector of discrete property values b̄ = (b1, b2, . . . , bm), and returns its entropy

value. entropy(b̄) allows us to provide a weight to the edges ECP of the Depen-

dency Graph. I can use now this representation to match the signatures of a target

data source. For each data source, I build a multiset ēi = {e1, e2, . . . , el, . . . , em},
where each element el represents the entropy of the lth property of the class ci,

i.e., entropy(acil ). I define the target match property set Λel and candidate class

set c(Λel) of DBpedia for each ēi

Λel = {ackj | ck ∈ KB : 0 ∈ CI(entropy(ackj ), el, α)} (6.9)

c(Λel) = {ck | ∃ack ∈ Λel} (6.10)

where el the lth element of ēi, and α is typically equal to 0.05.

The idea I have implemented to finding the best matches is the maximization

of the Coverage of the matching classes belonging to the reference ontology. I

define coverage(·) with respect to a subset of the classes K ′ ⊆ Kref , where Kref

is the set of classes in the knowledge base is (in my case DBpedia) as:

cover(el, K
′) =

1, if ∃ck ∈ K ′ | ackj ∈ Λel

0, otherwise
(6.11)

coverage(ēi, K
′) =

∑
el∈ēi

cover(el, K
′) (6.12)

Whenever a conflict arises on matching classes, i.e., |c(Λel) ∩ c(Λet)| ≥ 2, I may

compute the mutual information between the properties ackl and ackt (correspond-

ing to the properties having entropies matching with el and et respectively) for all

the classes in c(Λel)∩ c(Λet). In this case, the approach proceeds greedily, trying

to perform MI-based matching with properties of the classes in c(Λel), and stop-

ping computation in case a positive match is found. The output of the matching
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Figure 6.1: The WHATSIT prototype functional architecture.

process is set of class Cc ⊆ K, ranked according to the coverage of each class

after the MI-based disambiguation phase.

6.3 The WHATSIT prototype

The presented approach has been implemented in a prototype system, called

WHATSIT˙WHATSIT has been implemented in python 2.7. The functional

architecture of WHATSIT is shown in Figure 6.1. WHATSIT takes as an input a

populated reference ontology, in my case DBpedia, and a target RDF data source.

The output is the target source annotated in each property with the corresponding

DBpedia property associated to the domain.

To build and compare the dependency graphs of the sources, WHATSIT has

to compute entropies and mutual information of properties. But, the real time

computation of mutual information for all pairs of properties is often infeasible.

This is because it is common to have RDF data sources with hundreds of proper-

ties per class, that would lead to a huge number of pairs. Moreover, computing

mutual information for each pair of properties, often is superfluous for the match

(see Section 7.2.3). For these reasons, WHATSIT relies firstly on the entropy for

identifying candidate matching properties, and computes the mutual information

in case a disambiguation is needed. Thus, the matching of the dependency graphs

is split in two match phases: the first considering only the entropy, the second

considering both entropy and mutual information. Furthermore, entropies of the

reference ontology can be computed in a pre-processing step, and stored in a in-
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dex that I call PAindex (Pseudo-additive Entropy index). To produce candidate

matching classes, the match is performed considering a confidence interval for

the entropies, that has dynamically computed as described in Section 6.1.
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Chapter 7

Experimental Evaluation

7.1 BLAST evaluation

7.1.1 Experimental Setup

Datasets: For the experimental evaluation I employ established benchmarks

[Pap+15; Pap+14; PPK14; Pap+13; MT13b; KTR10]1 composed of real-world

datasets with different characteristics and volume. I perform six different com-

parisons, listed in Table 7.1. The number of entities and attribute names in each

profile collection is denoted by |E| and |A| respectively; the number of name-

value pairs corresponds to n − vpairs; and |DuplicatesE | represents the total

number of actual duplicates. Each comparison consists of a pair of record sets ex-

tracted from on-line data sources of different domain (bibliographic, e-commerce,

movies, and general): ar1 matches article profiles from DBLP2 and ACM3; ar2

matches article profiles from DBLP and Google Scholar4; pr1 matches product

profiles from Amazon.com products and Google products5; pr2 matches product

profiles from Abt.com and Buy.com; mv matches movie profiles from IMDB6 and

1the version employed in [Pap+15]: http://sourceforge.net/projects/erframework/files/ Clean-
CleanERDatasets/

2http://www.dblp.org
3http://dl.acm.org
4https://scholar.google.com
5Extracted with the Google Base Data API
6http://www.imdb.com
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fully mappable
|E1| - |E2| |A1| - |A2| n− v pairs |DuplicatesE |

ar1 DBLP
ACM 2.6k - 2.3k 4 - 4 10k - 9.2k 2.2k

ar2 DBLP
Scholar 2.5k - 61k 4 - 4 10k - 198k 2.3k

pr1 Amazon
Google 1.4k - 3.0k 4 - 4 5.3k - 9.1k 1.1k

pr2 Abt
Buy 1.1k - 1.1k 4 - 4 2.6k - 2.3k 1.1k

partially mappable
|E1| - |E2| |A1| - |A2| n− v pairs |DuplicatesE |

mv IMDB
DBp 28k - 23k 4 - 7 155k - 816k 23k

dbp DBp07
DBp09 1.2M - 2.2M 30k - 50k 17M - 35M 893k

Table 7.1: Datasets characteristics.

DBpedia7; dbp matches entity profiles from two different snapshots of DBpedia

(2007 and 2009) − it is important to notice that only the 25% of the name-value

pairs is shared among the two snapshots, due to the constant changes in DBpe-

dia, therefore the ER is not trivial. The comparison can involve datasets whose

attributes can be mapped with either 1:1 associations (i.e., fully mappable), or 0:n

associations (i.e., partially mappable).

Evaluation Metrics: I evaluate the quality of the produced blocking collections

in terms of precision and recall, through their surrogates PC and PQ (section

3.1). The comparison against a baseline is expressed with

∆PC(B,B′) =
PC(B)− PC(B′)

PC(B)
;

∆PQ(B,B′) =
PQ(B)− PQ(B′)

PQ(B)

where B is the baseline blocking collection, and B′ is the compared blocking

collection. I also consider the F1 score, defined as:

F1(B′) = 2· PC(B′)·PQ(B′)
PC(B′) + PQ(B′)

7http://dbpedia.org
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ar1 ar2
PC(%) PQ(%) F1 to(s) te(s) PC(%) PQ(%) F1 to(s) te(s)

Unsupervised MB 97.30 7.55 0.139 1.52 0.56 96.29 0.41 0.008 2.85 8.18
LSH-AC+Unsupervised MB 97.33 8.39 0.154 0.88 0.35 96.16 0.41 0.008 4.93 4.41

Supervised MB 92.40 49.42 0.644 5.65 0.10 90.30 11.09 0.198 9.09 0.53
BLAST 96.40 31.68 0.477 0.87 0.11 94.06 1.41 0.028 5.51 1.83

pr1 pr2
PC(%) PQ(%) F1 to(s) te(s) PC(%) PQ(%) F1 to(s) te(s)

Unsupervised MB 76.07 1.66 0.033 0.76 5.45 78.14 6.48 0.119 0.19 0.19
LSH-AC+Unsupervised MB 89.91 1.77 0.035 1.85 7.95 78.33 6.45 0.119 0.31 0.21

Supervised MB 67.87 39.06 0.495 4.75 0.09 71.55 22.09 0.338 3.35 0.06
BLAST 79.26 7.76 0.142 1.71 0.58 76.30 20.78 0.327 0.28 0.07

mv dbp
PC(%) PQ(%) F1 to(m) te(m) PC(%) PQ(%) F1 to(h) te(h)

Unsupervised MB 96.10 0.33 0.007 1.05 3.90 97.47 0.06 0.001 16 60
LSH-AC+Unsupervised MB 96.41 0.35 0.007 0.95 3.65 98.67 <0.01 <0.001 21 >100

Supervised MB 92.82 4.24 0.081 3.8 0.83 97.30 0.19 0.004 33 39
BLAST 93.37 14.34 0.249 1.3 0.09 96.27 0.83 0.016 51 20

Table 7.2: BLAST vs. standard meta-blocking techniques.

useful to directly compare blocking collections that present different values of

both precision and recall. To compare the scalability of the analyzed approaches I

consider the overhead time to and the resolution time tr, namely, the time to pro-

duce the final blocking collection and the time to execute the actual comparison

respectively. Once the final block collection is built, entity profiles are compared

with the Jaccard similarity to assess tr, as in [Pap+14]; even though tr tightly de-

pends on the technique employed to perform the actual comparison, and its choice

is an orthogonal problem not tackled here. In fact, it is important to notice that

the high to of meta-blocking approaches becomes insignificant, when advanced,

time-consuming entity matching methods are employed [PPK14].

I implemented BLAST in Java 8 as extension of the open source framework

presented in [Pap+15]. The experiments have been performed under Ubuntu

14.04, with 40GB of ram, and Intel Xeon E5-2670v2 2.50 GHz.

7.1.2 High Quality Blocking

In Table 7.2 I present the performance of BLAST compared with traditional meta-

blocking. The baseline is Token Blocking in combination with traditional meta-

blocking [Pap+14] (first line). To demonstrate that traditional meta-blocking can-
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not fully take advantage of loosely schema-aware blocking, I also compare the

naı̈ve combination of AC and unsupervised meta-blocking (second row). I also

compare BLAST against supervised meta-blocking [PPK14], using as training set

the 10% of the entity profiles matched in the ground truth (third line).

For unsupervised meta-blocking, I choose WNP as pruning schema; PC and

PQ are obtained as the average of the PC and PQ values generated with all possible

weighting schema of traditional meta-blocking [Pap+14]. I choose WNP because

is the most suitable pruning schema for maximizing PC; in fact, cardinality-based

pruning cannot achieve the same level of recall [PPK14].

For supervised meta-blocking I employ WEP schema in combination with

Support Vector Machine (SVM), since it is the classification algorithm that, in

average, has the best F1 score. The choice of WEP is due to incompatibility of

WNP with supervised meta-blocking, since it always selects a global optimum

threshold [PPK14]; nevertheless weight-based pruning remain the best choice to

maximize PC.

For BLAST I employ LMI and AM3. LSH-based attribute-match induction is

used only for dbp in both BLAST and unsupervised meta-blocking, since it yields

almost identical results, but in significantly lower time, and both the approaches

can benefit from its employment. Finally, for all the experiments, Token Blocking

is applied in conjunction to block purging [Pap+13], a post-processing step that

given a blocking collection remove oversized block, that correspond to highly

frequent terms8. For all the approaches that require a attribute-match induction

phase, to includes both the time of LMI (or AC) and Token Blocking.

PC and PQ analysis: Compared to the baseline, BLAST can achieve significantly

higher PQ, barely affecting PC (Figure 7.1 a).

In fact, the ∆PC(B,B′) is above -5% for all the datasets; in the case of pr1

PC is even enhanced. Interestingly, partially mappable comparisons can benefit

the most: for mv and dbp PQ increases of two order of magnitude, with respect

to the baseline method, and compared with the supervised meta-blocking, the

increase is of 1,300% and 4,300% respectively, maintaining almost the same PC.

8This step require a parameter setting to retain blocks; I tune block purging to achieve the best
F1 score for the baseline approach, guaranteeing a ∆PC < 3%; due to this step results can be
slightly different, though not worse, from those presented in [PPK14]
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Figure 7.1: PC comparison and ∆PQ between BLAST and standard
meta-blocking.

Another observation is about the inefficacy of AC as preprocessing step for

Token Blocking and meta-blocking (line 2 of Table 7.2). In fact, for all the com-

parisons the values of PC and PQ results almost unchanged compared to the base-

line. The only exceptions are pr1, where PC is significantly increased, and dbp,

where PC is slightly better than the other techniques, but comes with an extremely

low PQ.

7.1.3 Entropy Experiments

The results in Table 7.2 show how BLAST can actually take full advantage of

attribute-match induction techniques. To deeply analize the contribution of the

aggregate entropy employed to normalize the χ2 score, I compare my technique

running BLAST with and without considering the entropy contribution. The result

of this comparison is shown in Figure 7.2, obtained applying AM3 as threshold

selection scheme. The figure shows how PC remains almost the same; while

PQ significantly increase for partially-mappable datasets, and less markedly for

fully-mappable ones.
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Figure 7.2: PC comparison and ∆PQ between BLAST with and without
considering cluster entropies.

7.1.4 Attribute-match Induction: LMI vs. AC

BLAST supports both LMI and AC as attribute-match induction techniques. Fig-

ure 7.3 reports the comparison of BLAST with LMI and BLAST with AC. For the

datasets ar1, pr1 and mv LMI and AC identify the same clusters, therefore the

resulting PC and PQ are identical; but for the other datasets LMI performs better.

The reason behind this is that LMI tries to produce cohesive cluster of attributes

(i.e., all attribute in the cluster are all highly similar to each other); while AC aims

to group together attributes similar to other similar attributes (i.e., each grouped

attribute has at least one highly similar attribute in its cluster).

7.1.5 Threshold Schemes: AM2 vs. AM3

In this experiment I evaluated the performance of the two different threshold selec-

tion schemes (see section 5.3.2). As shown in Figure 7.4 AM3 performs slightly

better than AM2 in average.

7.1.6 LSH-based Attribute-Match Induction

Table 7.3 lists the execution times of different configurations of LMI9. The first

column refers to LMI applied without LSH; the remaining columns list the exe-

9AC is not reported, but, in terms of execution time, it leads to almost identical results.
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Figure 7.3: PC comparison and ∆PQ between BLAST with LMI and AC.

Figure 7.4: PC comparison and ∆PQ between BLAST with M2 and M3.

cution time of LMI applied in combination to LSH with several parametrization,

i.e., with different number of rows and bands (the subscripts correspond to the

estimated threshold of LSH).

LMI w/o LSH LMI + LSH.10 LMI + LSH.22 LMI + LSH.32 LMI + LSH.41 LMI + LSH.55 LMI + LSH.64

12.5 h 1.9 h 1.5 h 1.3 h 1.2 h 0.9 h 0.7 h

Table 7.3: LMI execution time.

Figure 7.5 shows how LSH affects the final results of BLAST combined with

LMI in terms of PC. Basically, up to a threshold value of .35 (i.e., Jaccard simi-

larity equals to .35), the PC is not affected (PC = 99.99%), meaning that all the
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matching profile pairs are successfully indexed in the blocking collection. PQ is

not reported, but for the points where PC = 99.99% is identical, i.e., it is not

affected by the LSH threshold. For threshold greater than .35, on the contrary, the

techniques starts to fail indexing some profile pairs, entailing a degradation of the

final result. In other words, for thresholds that exclude to many attribute compar-

isons, LMI fails to recognize similar attributes and produces incomplete cluster of

attributes. Nevertheless, I notice that even for conservative threshold (e.g. .10),

the execution time is significantly enhanced.

Figure 7.5: PCs with different LSH configurations in combination with LMI.

7.2 WHATSIT evaluation

The experiments proposed in this section aim to evaluate three main aspects of the

approach, and, in particular: (1) the extent in which entropy-based measures are

able to identify the topics described by data source properties (see Section 7.2.1);

(2) the effectiveness of the signature in representing and recognizing concepts in

data sources (see Section 7.2.2); (3) the effectiveness of the matching algorithm

introduced in finding close signatures (see Section 7.2.3). In all the experiments,

the re-weighted and pseudo additive entropies have been computed with the val-

ues of a and b equal to 1.5 and 0.5 respectively. I empirically discovered that

these values typically provide good results in all the dataset considered. All the

experiments had been conducted on a m3.2xlarge AWS ec2 instance, with 8

vCPU and 30GB of RAM.
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The reference ontology. DBpedia (version 3.9) has been adopted in my ex-

periments as reference ontology. It conceptualizes the real world through a hier-

archy structure made of 610 classes as described in the DBpedia website10. Each

class comprises a rich set of datatype and object properties (e.g., the class Person

includes more than 3k properties), and a large number of instances is provided for

most of the classes (e.g., there are more than 760k instances belonging to the class

Person in the English version, more than 300k belonging to the class Work). In

my experiments, I considered only the DBpedia properties containing a sufficient

number of instances and unique values to compute meaningful entropy values. In

particular, I considered properties with at least 100 elements and assuming at least

5 different values. Moreover, I applied a stop-word list of terms to discard prop-

erties recording meta-information about how the class is coded in DBpedia (e.g.,

I did not consider properties with names containing one of the following prefixes:

rdf, owl, uri, wiki, thumbnail, alias, label, etc.). This way, I remove noise gener-

ated by “system” properties which do not convey any semantics about what the

data is describing.

7.2.1 Experimenting entropy as semantic identifier of a prop-
erty subject

The goal of the experiments described in this section is to show that the entropy

effectively identifies property topics and does not depend on the “actual” values

assumed by a property in a specific data source. In other words, I performed

a number of experiments to show that properties representing the same topic in

different data sources have close entropy values.

First of all, I want to show that my implementations of the entropy-based

measures are not affected by the number of instances available in the specific

property. For this reason, I analyzed the entropy of samples of DBpedia properties

with different dimensions. My claim is that fixed the number of instances taken

into account, the entropy values computed are close in all the samples.

Table 7.4 summarizes the results of my experiments11. Column 2 describes

10http://wiki.dbpedia.org/Datasets/DatasetStatistics
11Even if the table shows the analysis performed on only few properties belonging to three
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Dimension of the subsets
Element Instances Measure 10% 30% 50% 90%
Cl.: Artist 56431 CLA (var) 2.31×10−5 7.27×10−6 3.8×10−6 1.64×10−6

Prop.: c. 23667 CLA (mean) 0.6418 0.6196 0.6095 0.5991
birthPlace WEI (var) 2.14×10−6 1.01×10−6 6.51×10−7 3.47×10−7

WEI (mean) 0.1392 0.1231 0.1175 0.1127
PAE (var) 2.32×10−5 6.45×10−6 4.04×10−6 1.88×10−6

PAE (mean) 0.7231 0.7248 0.7243 0.7252
Cl.: Artist 18966 CLA (var) 1.81×10−5 3.3×10−6 3.03×10−6 9.13×10−7

Prop.: c. 895 CLA (mean) 0.2165 0.2006 0.1934 0.1873
nationality WEI (var) 1.45×10−6 1.06×10−6 3.23×10−7 2.48×10−7

WEI (mean) 0.0592 0.0534 0.0517 0.0499
PAE (var) 1.82×10−5 6.43×10−6 4×10−6 1.97×10−6

PAE (mean) 0.2567 0.2567 0.2564 0.2564
Cl.: Writer 15498 CLA (var) 8.25×10−5 1.79×10−5 1.36×10−5 7.09×10−6

Prop.: c. 9303 CLA (mean) 0.6824 0.6567 0.6487 0.6400
birthPlace WEI (var) 2.04×10−5 7.87×10−6 3.34×10−6 .06×10−6

WEI (mean) 0.1766 0.1488 0.1396 0.1324
birthPlace PAE (var) 7.45×10−5 2.22×10−5 2.18×10−5 6.56×10−6

PAE (mean) 0.7277 0.7319 0.7329 0.734
Cl.: Writer 9455 CLA (var) 6.13×10−5 1.2×10−5 1.36×10−5 5.02×10−6

Prop.: c. 561 CLA (mean) 0.2563 0.2277 0.2168 0.2128
nationality WEI (var) 1.93×10−5 5.58×10−6 2.69×10−6 1.24×10−6

WEI (mean) 0.0400 0.0261 0.0215 0.0179
PAE (var) 7.51×10−5 3.92×10−5 1.73×10−5 9.98×10−6

PAE (mean) 0.2160 0.2205 0.2202 0.2197
Cl.: Automobile 5121 CLA (var) 1.20×10−4 5.68×10−5 4.38×10−5 1.68×10−5

Prop.: c. 778 CLA (mean) 0.6584 0.6175 0.6015 0.5862
manufacturer WEI (var) 1.61×10−4 6.09×10−5 2.88×10−5 1.62×10−5

WEI (mean) 0.2786 0.2456 0.2332 0.2249
PAE (var) 1.44×10−4 4.62×10−5 3.64×10−5 3.31×10−5

PAE (mean) 0.6860 0.6924 0.6929 0.6924
Cl.: Automobile 4740 CLA (var) 1.77×10−4 7.43×10−5 4.78×10−5 2.87×10−5

Prop.: c. 2403 CLA (mean) 0.6204 0.6165 0.5772 0.5652
transmission WEI (var) 1.48×10−4 2.25×10−5 1.62×10−5 9.15×10−6

WEI (mean) 0.2105 0.1753 0.165 0.1544
PAE (var) 1.92×10−4 6.92×10−5 5.26×10−5 2.18×10−5

PAE (mean) 0.6598 0.6633 0.6630 0.6653

Table 7.4: Variance and mean computation of the entropy-based measures in
subsets of properties with homogeneous dimensions (CLA=Shannon entropy;

WEI= re-weighted entropy; PAE = Pseudo-additive entropy).

the number and the cardinality of the instances of the property shown in Column

classes, I performed the experiment over 50+ properties belonging to 10+ classes obtaining results
entirely similar to the one shown.
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1. The number of instances available in the properties represented in the table

ranges from 4740 to 56431. Columns from 4 to 7 show the variance of the entropy

measures computed against 50 different random samples of the property with ho-

mogeneous dimensions. In particular, Column 4 shows the entropy variance of

50 random samples having a dimension equal to 10% of the whole property. This

means that, for example, the first row shows the variance of 50 random subsets

each one containing 5643 elements of the property birthPlace belonging to the

class Artist. Columns 5-7 show the results obtained by the application of the same

operation to 50 random subsets with dimension equal to 30%, 50%, and 90% of

the number of instances in the property.

The results of the experiment show that the variance is typically low, thus

meaning that the entropy values are close and independent of the values randomly

selected in the subsets. Moreover, the variance decreases with the increasing of

the number of instances taken into account. The more instances are taken into

account, the more the entropy values converge to a fixed value.

In my second experiment, I want to show that entropy acts as a semantic identi-

fier. For this reason, I compared the entropy of a property with the ones of random

samples with different dimensions. Since I am comparing items of the same prop-

erty, I am expecting to obtain close values. Note that entropy is sensitive to the

cardinality of the property (see Section 6.1 and the results of the previous exper-

iment) and the cardinality of a property containing a large number of instances

is expected to be higher than the one with a small number of elements (see Fig-

ure 4.2). Even if the normalization makes entropy values comparable, I cannot

directly compare the entropy values of samples with the whole property popula-

tion , since the measurements can be affected by error due to random sampling.

To propose a fair evaluation, I introduced and analyzed 95% confidence intervals.

In particular, for each property, I created 50 samples having each one dimension

equal to 10%, 30%, 50% of the whole number of instances. For each “dimen-

sion”, I computed the entropy for all the samples, I analyzed the median value and

its 95% confidence interval. Finally, I checked if the “actual” entropy value (the

one computed on the all instances of the property) is contained in the confidence

interval.
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# of Shannon Entropy Re-Weighted Entropy Pseudo-additive Entropy
Class Properties 10% 30% 50% 10% 30% 50% 10% 30% 50%
Actor 17 6% 88% 94% 24% 53% 71% 100% 100% 100%
Airline 12 8% 100% 100% 25% 59% 67% 100% 100% 100%
Artist 5 0% 0% 0% 0% 0% 0% 100% 100% 100%
Autom. 5 20% 60% 80% 40% 40% 80% 100% 100% 100%
Band 17 12% 59% 76% 29% 29% 59% 94% 100% 100%
Beverage 3 33% 67% 100% 33% 67% 100% 100% 100% 100%
Hockey
Team

5 0% 100% 100% 60% 80% 80% 100% 100% 100%

Game 4 0% 100% 100% 25% 50% 100% 100% 100% 100%
Musical
Artist

17 0% 12% 35% 18% 18% 41% 94% 100% 100%

Painter 11 0% 82% 100% 64% 91% 100% 100% 100% 100%
Politician 46 2% 54% 70% 26% 33% 50% 98% 98% 100%
Rugby
Club

5 0% 100% 100% 60% 60% 60% 100% 100% 100%

Scientist 27 0% 67% 78% 22% 41% 59% 100% 100% 100%
Soccer league 5 20% 40% 60% 40% 80% 100% 80% 100% 100%
Writer 5 20% 60% 80% 40% 40% 80% 100% 100% 100%

Table 7.5: Analysis of the confidence intervals: the percentages refer to the
properties that correctly represent the actual entropy value.

Table 7.512 shows the results of my evaluation. I observe that the Shannon en-

tropy suffers from high bias, in particular in small datasets, since a small number

of properties are within the confidence intervals (see for example the evaluation

concerning 10% of the instances where for several classes – Artist, Game, Rugby,

. . . – no entropy value is within the confidence intervals). Conversely, the pseudo-

additive accurately works well, being able to correctly approximate the actual

entropy value in almost all the cases.

The comparison of DBpedia properties with their small samples guarantees

that I am evaluating elements which are describing the same topic (I assume that

all the instances of a property describe a feature related to the specific property

represented). Moreover, the large number of instances in the properties assures

that I am not comparing properties with precise “copies” of them. Nevertheless,

to have a more extensive evaluation, I considered 17825 randomly selected prop-

erties both available in 2 snapshots of DBpedia, referring to the years 2007 and

12For sake of semplicity, the Table shows the analysis performed on only few classes. Never-
theless I performed the experiment over 50+ classes and the results showed trends similar to the
ones represented.
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2009 (the first containing an overall of 1.19M instances, the second 2.16M in-

stances). It is important to note that DBPedia has evolved to such an extent that

a mere 23.67% of all property-value pairs and 48.62% of the attribute names is

common among both versions. For each kind of entropy and for each property, I

computed the difference (normalized) of the values obtained in the two snapshots.

Finally, I analyzed these values by calculating the mean, median and standard de

as reported in Table 7.6.

Shannon Entropy Re-Weighted Entropy Pseudo-additive Entropy
mean 0.076348 0.076348 0.069418
median 0.039265 0.029197 0.022299
std 0.098645 0.133649 0.069418

Table 7.6: Analysis of the difference of entropies computed on 17825 properties
taken from 2 DBpedia snapshots.

All the distributions are right skewed, and, show a large number of values

close to zero. This means that there is a big amount of properties in the snapshots

having similar values of Entropy. Note that the Pseudo-additive Entropy performs

better since it is able “to eliminate” more occurrences with a high difference value

(see Figure 7.6, where the distributions of the Entropy values are shown).

Finally, I evaluated the behaviour of the entropy measures on different data

sources describing the same topics. For this purpose, I performed an experiment

with the benchmark proposed in [KTR10]. This benchmark is conceived for the

evaluation of entity resolution approaches. It is composed of four collections,

each one containing two datasets about the same domain (i.e., bibliographic and

e-commerce) as shown in Table 7.7. The datasets describe a number of common

(i.e., the same item is represented in both the sources) and different items as re-

ported respectively in columns “Comm” and “Diff”. So, for example, the first

row shows that the first collection includes datasets extracted from the DBLP and

ACM databases containing 2224 items which are represented in both the sources.

For each attribute in the dataset, the values of Shannon Entropy, Re-Weighted

Entropy, and Pseudo-additive Entropy have been computed. The Table reports

the normalized difference of the entropies for the properties common in both the

datasets.
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Domain Sources Comm Diff Shannon Re-Weighted Pseudo-add.
venue: 5.88E-02 4.20E-02 2.08E-02

Bibliographic DBLP 2224 463 year: 2.13E-02 2.51E-02 2.84E-03
ACM title: 5.44E-03 3.40E-02 7.91E-05

authors: 2.48E-03 2.36E-02 5.65E-04
venue: 2.50 1.76 9.20E-01

Bibliographic DBLP 5347 58903 year: 1.39E-01 7.01E-02 1.76E-01
Scholar title: 1.02E-02 .46E-02 1.85E-02

authors: 1.06E-02 3.43E-02 1.99E-02
price: 4.63E-01 6.88E-01 1.67E-01

E-commerce Amazon 1300 1989 descr: 2.45E-02 7.83E-02 6.21E-03
Google name.: 9.60E-03 1.98E-02 8.27E-03

manuf: 5.22E-02 7.68E-02 1.30E-01
price: 2.63E-01 3.82E-01 7.27E-02

E-commerce Abt 1081 16 name: 3.06E-03 5.83E-03 4.74E-04
Buy descr.: 3.62E-02 5.91E-02 1.57E-02

Table 7.7: Analysis of the difference of entropies computed on attributes of
different data sources in the same domain.

This experiment shows that the properties describing the same quality (e.g.,

venue, year, title, . . . ) in different data sources have similar entropy values (the

differences are close to 0 in most of the cases). Moreover, in these datasets, the

pseudo-additive entropy performs better than the other measures, thus confirming

the evaluation results achieved in the previous experiments.

7.2.2 Experimenting signatures

The goal of this evaluation is to show that signatures effectively represent the

data source topics. For reaching this purpose, I performed three experiments with

DBpedia classes and I tested if: 1) Casual partitions of the instances related to

the same class provide similar signatures; 2) The signatures of a class and the

one of its superclass are close; 3) The signatures of two not related classes are

different. I started the experiment by selecting three classes from DBpedia (Writer,

Artist, Automobile) and building their signatures as shown in Figure 7.7. The first

signature represents a fragment of the DBpedia Writer class, including only five

representative properties for simplicity. The second describes the Artist class, i.e.

the superclass of Writer. Note that the classes share properties having the same

name, but since representing different entities, the values of entropy and mutual
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information are different. Finally, the third signature represents five properties

of the Automobile class. In Figure 7.7, I show the values of the pseudo-additive

entropy (on the nodes) and Mutual Information (on the edges).

The WHATSIT technique relies on the specific contribution provided by en-

tropy and mutual information alone. For this reason, I performed separate evalua-

tions, by considering firstly only the nodes (thus measuring the contribution of the

entropy) and secondly the edges (thus measuring the contribution of the mutual

information). I adopted a Euclidean distance-based metric as, in [KN03], defined

as follows. Let A and B be two equal size dependency graphs and ai, bj the en-

tropy of the node i and j in graph A and B, respectively. Let m be an index that

maps a node in graph A into the matching node in graph B (i.e., m(node in A) =

matching node in B). The distance metric based on entropy for graph A and B is:

D =
√∑

i (ai − bm(i))2

An analogous distance measure can be easily defined by considering mutual

information instead of entropy. The result of my experiment is shown in Ta-

ble 7.8, where Rows 1-3 compare signatures obtained by random equal-size par-

titions of the instances of the class Writer, Artist and Automobile (actually, the

result shown is the mean of the distance measures obtained evaluating 10 random

partitions). Rows 4-5 show the distances between the signature of the concept

Writer and its superset Artist (with correct and random matches between the prop-

erties). Rows 6-7 show the distances between the previous concepts (Writer and

Artist) and the concept Automobile.

# Comparison Distance Distance
(H - Nodes) (MI - Edges)

1 Artist - Artist 0.004 0.873
2 Writer - Writer 0.007 0.142
3 Automobile - Automobile 0.004 0.349
4 Artist - Writer (best matches) 0.346 4.531
5 Artist - Writer (random matches) 0.522 5.947
6 Artist - Automobile (best matches) 0.803 8.205
7 Writer - Automobile (best matches) 0.702 8.348

Table 7.8: Evaluation of the signatures.

The results show that both the measures detect signatures representing similar
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and different concepts. As in [KN03], my experiment shows that the entropy alone

provides a good account of the similarities between the classes. Nevertheless, the

value of mutual information can support the decision about the closeness of two

classes. Note that, as show in Table 7.9, in this experiment I selected large and

high cardinality properties. This fact, let us generalize the results observed in this

fragment of DBpedia.

Class Property # instances Cardinality
deathPlace 16372 285
birthPlace 56431 439

Artist genre 41991 1409
nationality) 18966 6202
occupation 35727 2437
deathPlace 6375 84
birthPlace 15498 157

Writer genre 5452 326
nationality) 9455 3796
occupation 7585 858
manufacturer 5121 277
modelStart Year 1152 43

Automobile modelEnd Year 33 0.349
transmission) 4740 250
designer 1167 69

Table 7.9: Description of the classes/properties involved in the experiment.

7.2.3 Matching algorithm evaluation

The goal of the experiments described in this section is to demonstrate the effi-

ciency of the matching algorithm implemented in WHATSIT. As a first experi-

ment, I evaluated the algorithm with randomly selected DBpedia classes as shown

in Table 7.10. Firstly, I selected the target classes, i.e., the classes that I have

“to discover”. To make the experiment more challenging and the dataset closer

to real world data, I considered, for each property, a sample with 20% of the in-

stances available in the property. Then, I considered other DBpedia classes, both

in the same IS-A hierarchy and casually selected, and I evaluated their match-

ing. As shown in the Table, in most of the cases, the computation of the coverage
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is enough to select the best DBpedia class to be associated to the input source.

Only in case of tie, the computation of the mutual information is needed for the

disambiguation.

Moreover, I performed a second experiment by analyzing a real movie

database13. It originally consists of a single class with 12 properties, but, for

the experiment purposes, only three properties (the ones satisfying the constraints

of minimum number of instances and minimal cardinality introduced at the begin-

ning of Section 6.2), have been considered: director, releaseDate and length. The

result is a target data source containing 1406 instances. I am expecting this class

to be matched with the corresponding Film class in DBpedia which is composed

of 71629 instances.

Table 7.11, where the left part shows the input class properties and the right

part the DBpedia corresponding properties, reports the results of this experiment.

The first three rows show that WHATSIT finds the correct associations between the

properties in the selected database and DBpedia. Note that the entropy values are

close (in the confidence intervals) and relate meaningful properties. The last three

rows shows, as an example, the values of three properties of another randomly

selected class. The entropy values are not close, thus meaning that the source is

not describing the showed properties of a Painter.

13http://perso.telecom-paristech.fr/ eagan/class/as2013/inf229/labs/datasets
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Target Class DBpedia Class Coverage Coverage
(number of prop.) normalized

Beverage BaseballPlayer 3/3 1
(3) Beverage* 3/3 1

BasketPlayer 2/3 0.67
Celebrity Celebrity 9/9 1

(9) Writer 7/9 0.78
Cleri 7/9 0.78

FootballPlayer 6/9 0.67
Model 4/9 0.44

ChessPlayer ChessPlayer* 8/9 0.89
(9) Politician 8/9 0.89

Writer 7/9 0.78
Criminal Criminal 7/8 0.87

(8) BaseballPlayer 4/8 0.5
Cleri 4/8 0.5

Film Film 5/5 1
(5) MusicalWork 2/5 0.4

MotorRacer MotorRacer 17/17 1
(17) Cleri 14/17 0.82

Politician 14/17 0.82
Actor 12/17 0.71

Scientist 9/17 0.53
Painter Painter 11/11 1

(11) Actor 7/11 0.64
Writer 7/11 0.64
Airline 6/11 0.54

BasketballPlayer 5/11 0.54

Table 7.10: Subsets (20%) of the instances of a DBpedia classes are considered
as target classes. WHATSIT selected matching classes have bold font. Matching

classes that require mutual information to be detected are starred.
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Target Data Source DBpedia
Target Class Property H∗target σtarget Matching Property:{Class} H∗match σmatch

director .901 .003 director:{Film} .9004 .0012
year .830 .002 releaseDate:{Film} .8301 .0007

length .88570 .00013 runtime:{Film} .88491 .00003
birthPlace:{Painter} .4277 .0013
birthYear:{Painter} .8402 .0057
country:{Painter} .1516 .006

Table 7.11: Matching a movie dataset. The star entropy H∗ means normalized
entropy. σ is the standard deviation.
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(a) Shannon Entropy

(b) Re-Weighted Entropy

(c) Pseudo-additive Entropy

Figure 7.6: Frequency distribution of the difference of entropies computed on
17825 properties taken from 2 DBpedia snapshots.
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Figure 7.7: The signatures of three DBpedia classes. The values in the boxes are
pseudo-additive values for entropy and mutual information.
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Chapter 8

Conclusions and Future Work

Conclusions. In this thesis I demonstrated how loose schema information can

be extracted and exploited to overcome the impossibility of achieve a schema-

alignment when the data source are chatacterized by high heterogeneity, volume

and noise, such as the data of the Web.

I employed loosely schema-aware techniques to support blocking for Entity

Resolution, and to identify the topics of a data source given a reference vocab-

ulary. For the former, I demonstrated how loose schema information can sig-

nificantly increase the quality of meta-blocking, the state of the art technique to

enhance the quality of a blocking collection. For the latter, I defined the task of

identifying the topics of a data source given a reference vocabulary as a signature

matching problem, and I demonstrated how loose schema information can be ac-

tually employed to determinate the signatures of target data sources and reference

vocabularies.

I implemented two prototypal systems of my proposed approaches: BLAST

(Blocking with Loosely-Aware Schema Techniques), that holistically merge

loosely schema-awareblocking and meta-blocking; and WHATSIT a system that

employs loosely schema-awaretechniques to build the signatures of both a refer-

ence vocabulary (I employed DBpedia) and the target data sources, to identify the

topics of these latter.

Finally, I experimentally evaluated the proposed approaches, demonstrating

how BLAST can outperform the state-of-the-art meta-blocking approaches, and



how WHATSIT can actually be employed to detect topics of a data source.

Future Work. My ongoing research is focused on the application of BLAST

for the so called Big Data [DS15]. In particular for data integration and data

mining applications [Ben+01; Ber+; GSV15; SG14; BGS13], and exploratory

data analysis [SZ15; BSZ].
I am also investigating how to adapt my technique to parallel distributed sys-

tems [LRU14; ISB14], such as Spark [Zah+12] and Flink [Ale+14], to achieve
a faster execution time. In particular, with graph-parallel computation [Mal+09;
Xin+13] novel graph based meta-blocking approaches could be studied, taking
advantage of the iterative computation, not practicable with the centralized com-
putation, due to the huge volume of the data involved.
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